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 
Abstract—This paper proposes a direct damping feedback 

control method against power system oscillations under small or 
large disturbances. For a targeted oscillation mode, this control 
method continuously minimizes the difference between the re-
al-time estimated damping ratio and a desired value by changing 
power outputs of selected inverter-based resources. The method 
adopts a proportional-integral controller whose parameters are 
tuned using a nonlinear single-input-single-output model on 
damping estimation and control with a single-oscillator equivalent 
regarding the targeted power system mode. Also, optimization of 
these controller parameters considers both robustness and time 
performance in damping control. The paper also proposes utiliz-
ing a “zero-th order” parametric resonance phenomenon to sim-
plify the controller design. Tests on a small power system and a 
140-bus 48-machine Northeast Power Coordinating Council sys-
tem validate the effectiveness of the proposed damping controller 
utilizing battery-based energy storage systems.  

Index Terms—Damping control, nonlinear modal decoupling, 
power system oscillation, power electronics-interfaced resource, 
inverter-based resources, battery based energy storage system, 
robust control. 

I. INTRODUCTION 

ORE and more distributed energy resources (DERs) are 
integrated into power grids such as wind generators [1], 

[2], solar farms [3], [4], energy storage devices [5], etc., and are 
changing dynamic characteristics of power grids that used to be 
dominated by conventional synchronous generators. New op-
erational concerns arise such as frequency excursions due to the 
decreased system inertia and more recurrent appearances of 
power system oscillations [6]. On the other hand, the DERs that 
are connected to the grid through power electronic devices also 
enable new control measures due to their more flexible and 
responsive control of power compared to synchronous gener-
ators.  

The paper focuses on damping control of power system os-
cillation utilizing power electronics-interfaced resources 
(PEIRs) such as battery-based energy storage systems (BESS) 
and other inverter-based resources. In today’s power grids, 
damping control are mainly undertaken by the power system 
stabilizer (PSS) with selected generators. The basic function of 
a PSS is to provide an auxiliary signal to the excitation control 
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system of each selected generator to increase the damping 
torque of the rotor [7]. A typical PSS receives a measured or 
estimated rotor speed as the input signal. It employs a gain for 
the desired damping, a phase-lead component to compensate 
the phase lag with the exciter and a washout filter for a satis-
factory steady-state performance. The tuning of the PSS aims to 
add a damping torque, i.e. an electric torque in phase with the 
rotor speed deviation, so as to increase damping ratios with a 
range of oscillation frequencies centered at a targeted oscilla-
tion mode. The targeted mode is usually an inter-area mode and 
might lead to a stability issue if lasting long and poorly damped. 
PSS-based damping control has been extended to wide-area 
applications that directly or indirectly tune the eigenvalues 
regarding the concerned modes by optimization techniques 
[8]-[12]. However, such a phase-compensation based control is 
incapable of fine control of damping ratio for a targeted mode.  

The increasing deployment of DERs, especially PEIRs, en-
ables an alternative, more straightforward damping control. In 
fact, a PEIR can provide oscillation damping by directly con-
trolling its active power injected to the grid that is in phase with 
a measured frequency deviation. Many research activities have 
investigated damping control utilizing PEIRs. Papers [13] and 
[14] consider changing the power output of BESS to increase 
the damping ratio of a targeted mode to an expected value. Ref. 
[15] considers the superconducting magnetic energy storage 
and designs a close-loop control system to tune the eigenvalues 
of targeted modes. Ref. [16] uses a two-machine system to 
investigate impacts of the voltage-source-converters on 
damping in terms of placement and active/reactive power 
modulation. Ref. [17] proposes particle swarm optimization 
and heuristic dynamic programming based methods to adap-
tively control energy storage devices in order to stabilize the 
oscillation between two interconnected power systems. 

Many of the existing PSS or PEIR based damping control 
methods design and tune their controllers by off-line studies on 
grid models regarding typical operating conditions. Then, when 
implemented in the real-time operating environment, the per-
formance of an offline designed controller depends on how well 
a practical condition matches its offline assumptions and grid 
model. When the system undergoes a permanent topological 
change, the grid model used for the offline controller design 
becomes inaccurate. To cope with varying system conditions, 
more adaptive control strategies have been proposed for better 
online performance. For instance, ref. [18] uses a Federated 
Kalman Filter to online determine the most suitable damping 
controller among offline designed candidates for different 
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scenarios. Ref. [19] proposes adaptive coordination of damping 
controllers for the best dynamic performance. Besides, even 
with adaptivity being considered, most of existing methods are 
unable to do fine control of the damping ratio to a desired value; 
rather, they are open-loop and aim at an increase of damping. 
Thus, the damping ratio is either under-controlled to fail in 
reaching a desired threshold for some condition or 
over-controlled against the worse scenario so as to sacrifice the 
economical or dynamical performance of the grid.     

In this paper, a PEIR-based direct damping feedback control 
method is proposed to address the aforementioned drawbacks 
of many existing damping controllers. The new control method 
targets at the modes of inter-area oscillations that might become 
poorly-damped under disturbances. By continuously changing 
the power injection from one or multiple PEIRs such as BESS, 
it can control the real-time damping ratio to follow closely a 
preset value even under a change of the operating condition. 
The proposed control system employs a closed-loop controller 
on a single-input-single-output (SISO) model that integrates 
two parts: a power system equivalent and a real-time damping 
estimation algorithm. The former is a reduced power system 
model that captures how the power injection from each of par-
ticipating PEIRs changes system dynamics regarding the tar-
geted mode and the latter provides the real-time estimated 
damping ratio to be directly fed back to the controller. This 
closed-loop feedback control can tolerate moderate mismatches 
between the power system equivalent and the real-time system 
condition and adjust the damping ratio continuously to a de-
sired value. The fast power controls of PEIRs ensures the time 
performance of damping control. Furthermore, for a robust 
damping controller, this paper presents a design approach by 
identification of the transfer function of the SISO model based 
on a “zero-th order” parametric resonance phenomenon [20]. 
Using a PI (proportional-integral) controller as an example, the 
paper presents the detailed parameter tuning procedure con-
sidering both damping following performance under disturb-
ances and robust control against errors in models or damping 
estimation. 

In the rest of the paper, the proposed damping control 
method is presented in section II. The identification of the 
transfer function for the SISO model is presented in section III. 
How to design parameters for a robust PI controller is discussed 
in section IV. Section V illustrates the basic ideas of proposed 
method on an SMIB (single-machine-infinite-bus) system. 
Then, in section VI, a more realistic, 48-machine Northeast 
Power Coordinating Council (NPCC) test system is used to 
demonstrate the complete designing process and to validate 
effectiveness of the proposed controller. Finally, conclusions 
and future work are summarized in section VII. 

II. DIRECT DAMPING FEEDBACK CONTROL SYSTEM 

The proposed direct damping feedback control system is il-
lustrated in Fig. 1, including two blocks: i) the controller and ii) 
the SISO model representing the reduced power system re-
garding the targeted mode.  

 

Fig. 1. Closed loop control system. 

 
i) The controller C(s) is the core of the proposed control 

system, whose goal is to eliminate the error e between the re-
al-time estimated damping ratio ζest and the desired value ζexp 
for a targeted mode. In this paper a PI controller is used in the 
form of αp + αi/s, of which αp and αi are to be optimized con-
sidering both robustness and time performance. 

ii) The SISO model described by a transfer function G(s) 
consists of two parts, a power system equivalent receiving the 
system configuration input σ and the control input Δσ from the 
controller, and then, a real-time damping estimation algorithm 
providing real-time estimated damping ratio ζest. σ corresponds 
to the damping induced from the system parameters, and Δσ 
corresponds to the damping increase contributed by the con-
troller. Note that the power system equivalent is only used to 
approximate the modal dynamics of the power system regard-
ing the targeted mode during the stage of designing the entire 
control system; after the entire control system is implemented 
in real time, the signal Δσ is fed to PEIRs participating in 
damping control. The SISO model can be approximated by a 
linear transfer function G(s) based on the “zero-th order” 
parametric resonance. 

The damping estimation function in the SISO model needs to 
adopt a measurement-based damping estimation algorithm that 
can provide real-time damping ratio for the targeted mode. 
Since this proposed control system faces both small and large 
disturbances, an algorithm that can use a short sliding time 
window is preferred. In this paper, the nonlinear oscillator 
fitting based damping estimation approach proposed in [21] is 
used for accurate and robust damping ratio estimation over 
short measuring windows. The approach inherits the idea of the 
nonlinear model decoupling (NMD) method, i.e. a coupled 
multi-oscillators system can be decoupled into a set of inde-
pendent nonlinear 1-degree-of-freedom (1-DOF) oscillators, 
and each oscillator corresponds to a single oscillation mode 
[22]-[24]. Specifically, the response of the targeted mode is 
extracted into the modal space after a linear transformation, and 
then, it is fit into a nonlinear oscillator and the damping ratio 
can be calculated from the identified coefficients of the oscil-
lator. Compared to linear system theory based damping esti-
mation methods such as Prony’s method and its variants [25], 
the damping estimation approach in [21] is less sensitive to the 
length and starting point of the measuring time window, espe-
cially for a short time window of, e.g., 3-5 seconds. When the 
power system behaves not exactly like a linear system subject 
to a large disturbance or control action, that damping estimation 
approach can provide an  accurate, continuous estimate of the 
damping ratio. This feature is important for the proposed direct 
damping feedback control method in this paper.  
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A procedure for designing a robust PI damping controller 
will be proposed to address both expectations and determine the 
optimal control parameters αp and αi in the controller design 
stage. Once αp and αi are selected, the controller will keep 
operating with the power system. The damping ratio is esti-
mated over a short sliding time window of ambient data with 
load variations or event data under a disturbance. The control 
system changes Δσ to eliminate the deviation in the damping 
ratio from the expected value.  

The proposed damping control system can be implemented 
in either a centralized or a decentralized manner. For a cen-
tralized control strategy, its core algorithms are installed at a 
central computer located, e.g., in the system control room, 
which receives wide-area measurements in order to perform 
damping estimation and sends control signals through com-
munication channels to the participating PEIRs for actuation of 
damping control. On the other hand, in a decentralized control 
strategy, each participating PEIR has the proposed control 
system installed locally, performs damping estimation on the 
targeted mode, determines its control action, and coordinates 
with other PEIRs if needed. Later in Section IV-B, coordination 
among PEIRs will be discussed, including but not limited to 
ranking and activating PEIRs by their effectiveness in damping 
control and checking the control limit of each activated PEIR to 
determine whether a next PEIR needs to be activated and used.  

The following two sections will first present the methods of 
the SISO model and then propose the robust PI controller. 

III. POWER SYSTEM SISO MODEL 

The purpose of this model is the equivalence of a power 
system’s real-time dynamics regarding a targeted mode into a 
transfer function from the input σ +Δσ to the output ζest. Such a 
transfer function will be included in the proposed control sys-
tem so that a robust PI controller can be designed. To achieve 
such an objective, this section first reduces the power system to 
a single oscillator equivalent by the eigenvalue decomposition 
method and then derives the transfer function.  

A. Power System Equivalence on the Targeted mode 

The power electronic converter of a PEIR allows fast control 
of its voltage and power outputs according to expected values. 
Like FACTS (Flexible AC Transmission System) devices, a 
PEIR can utilize its voltage and reactive power control func-
tions to increase oscillation damping if placed at some critical 
locations, which are typically on the oscillation path of the 
targeted mode [26]. For a PEIR that is able to control its active 
power output, such as a BESS, it can directly add damping to a 
targeted mode as demonstrated in [13]. Without loss of gener-
ality, this paper focuses on active power control of PEIRs, 
denoted by vector ΔPC. The same approach and similar deri-
vation steps can be easily applied to damping control by using 
reactive power or voltage outputs of a PEIR.  

For a single PEIR, assume its active power output ΔPC to 
follow this control law in the frequency domain [6]: 

(( ) ) ( )C CP kF ss s         (1) 

where k is a gain and F(s) is a transfer functions describing the 
internal control algorithm of PEIR. ΔωC is the bus frequency 

deviation measured locally at the PEIR. The gain k will be 
tuned to provide desired damping. F(s) depends on the type of 
the PEIR to be used and its capability in tuning its power output. 
For instance, a BESS is used in [14] following a control law 
shown in Fig. 2, where TBESS (about tens of milliseconds) is the 
time constant of the BESS. For a power system with a number 
(denoted by L) of PEIRs to participate in the proposed damping 
control method, a damping distribution module (DDM), which 
receives Δσ as its input and coordinates multiple gains, i.e. 
elements (denoted by kl, l=1, …, L) of vector k. When Δσ is 
changed, the gains in k will be updated in real-time by DDM. 
This module will be discussed later in this subsection. 

 

Fig. 2. Damping Distribution Module (DDM) with L=3.  

When multiple PEIRs are considered, control law (1) can be 
generalized as 

(( ) ( )( ) ( ))C Cdiag diags ss  P k F ω      (2) 

where k, F(s) and ΔωC are the vectors of all PEIRs’ gains, 
transfer functions, and local bus frequency deviations, respec-
tively. diag(∙) is the operator to generate a diagonal matrix from 
a vector. Due to the capacity limits of the PEIR, the upper and 
lower bounds of k need to be determined. 

ΔPC will result in changes of electrical powers of the gener-
ators, which are denoted by a vector ΔPe. By linearization and 
Kron reduction techniques [7], ΔPe is approximated by 

1 42 3e d q C       P E E δκ κ κ Pκ       (3) 

where E’d and E’q are the transient voltages along the d and q 
axes, respectively. κi is the resulting coefficient matrix. The 
detailed steps to derive (3) can be found in Appendix A. 

Bus frequency deviations ΔωC can be approximated by a 
linear function of the generator speed deviation ΔωG. The 
network equations can be obtained by Kron reduction tech-
niques on generator buses and PEIR buses: 
 

G GGG GC

CG CCC C

    
    
    

I VY Y

Y YI V
       (4) 

 
where I, V, and Y are the current injection phasor, node voltage 
phasor, and the network impedance.  The subscript “G” denotes 
the generator terminal buses, and “C” denotes the buses with 
PEIRs. Each Vi can be expressed in the polar coordinates 

| | ij
i iV V e  . For the generator buses, eq. (5) holds, where δj is 

the rotor angle and θGdqj is the phase angle in the rotating d-q 
coordinates. 

– 2Gj j Gdqj             (5) 
 

The active powers at the PEIR buses are computed by (6), 
where Re(∙) is the operator to extract the real part. 

  * * * *Re ( )C C CC G G C Cdiag P V Y V Y V      (6) 
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Eq. (7) can be derived from (6), according to (5), the as-
sumptions listed below, and the linearization techniques. 

i) All the conductances are omitted, i.e. GCG = 0 and GCC = 0; 
ii) sin(θCi – θGj) ≈ θCi – θGj and sin(θCi – θCj) ≈ θCi – θCj; 
iii) |VCi| = |VGi| ≈ 1; 
iv)  Gdqi = 0. 

C CC C CG G   P B ω B ω       (7) 

where BCC and BCG are susceptance matrices. 
If the derivative of ∆PC is negligible, eq. (7) becomes: 

1
C CC CG G

 ω B B ω         (8) 

An alternative way to derive the function between ΔωG and 
ΔωC is introduced in [27], named as frequency divider, which is 
similar to (8) but the local load changes are not considered 
during the derivation. As shown later in the NPCC case studies, 
the approximation by (8) is acceptable for control performance. 

With (2), (3) and (8) being considered, the linearized system 
model in the state space state vector ∆X is expressed by  

  X A X          (9) 
The eigenvalue decomposition method can be applied to 

extract a set of independent linear 1-DOF oscillators from the 
original system (9), with each one representing an oscillation 
mode. Diagonalize A by its modal matrix , whose columns are 
right eigenvectors: A = Λ-1. -1=, whose rows are left ei-
genvectors. Define Y=X, which includes linearly trans-
formed, decomposed state variables. Amongst Λ, each conju-
gate complex pair of eigenvalues, say λi and λi

*, define one 
oscillation mode, and the corresponding state variables in Y are 
complex-valued since  is commonly complex-valued. Then, 
another transformation P is adopted [22] to obtain a set of 
real-valued decomposed state variables, say Z, as in  
 

  XZ PY Pψ         (10) 
 

 1

*

2, ,... ,   ,

1 1

T TT T
zi zii

i i

diag


 



    
   

   
   

Z z z z

P
      (11)  

where P is the linear transformation to decouple the dynamics 
of the oscillation modes from ΔX. Z contains real-valued line-

arly decomposed state pairs zi. Note that zi  = ωzi, which 

makes zi behaves like an oscillator, i.e. δzi behaves like an os-
cillator “angle” and ωzi behaves like “speed”. After decompo-
sition, each zi corresponds to a pair of conjugate complex ei-
genvalues as indicated by (11), the imaginary part of which tells 
the oscillation frequency of the mode. The form of the inde-
pendent 1-DOF oscillator of each mode can be generalized by:  

2 2

0 1

2
zizi

i i i zizi


   

    
         



       (12) 

or equivalently: 
2

, ,2 0zi i nat i zi nat i zi                (13) 

where λi, λi
* = σi ± jωi are a conjugate pair of eigenvalues of (13). 

ζi is the damping ratio and ωnat,i is the natural frequency. The 
sensitivity ∂σi/∂kl and ∂ωi/∂kl are calculated by (15) [7], where 
im and ni are entries of  and . ∂amn/∂kl is the sensitivity of 
each entry amn in A regarding each kl in k. 

2 2
, ,,    i i nat i nat i i i                (14) 

mn
ni

m n m nl l mn m

i

n l

i i i
im

a
j j

k k a a k

     
     

         
    (15) 

Eq. (13) gives a single oscillator equivalent of the power 
system regarding the targeted mode. The use of the single os-
cillator equivalent simplifies the analysis and controller design, 
since only a 1-DOF oscillator is considered instead of the 
original high-dimensional power system.  

Hereafter, subscript i is neglected from (13) for simplicity to 
focus on the single oscillator equivalent of the targeted mode. 
The change of λ = σ ± jω regarding the gains k can be ap-
proximated by: 

l l
l ll l

k kj
k k

j
    

 





         (16) 

The variation in σ ± jω will lead to the variation in ζ and ωnat 
accordingly. Two assumptions are taken to simplify the analy-
sis, as listed below. 

i) ∆ω ≈ 0 is assumed since usually |∂ω/∂kl| << |∂σ/∂kl| and ∆ω 
<< ω.  

ii) ωnat is assumed to remain unchanged since ∆σ << ωnat.  
Hence, (13) becomes (17), which is the power system 

equivalent representing the targeted mode with ∆σ being con-
sidered as the impact of changing k.  

  22 0z z nat z               (17) 
Remark: The power system equivalent (17) in its form is 

similar to a linear, harmonic oscillator but has a varying 
damping coefficient to reflect the control of damping. To ad-
dress non-linear dynamics in oscillation due to a large dis-
turbance, a damping estimation approach, e.g. the approach in 
[21], is highly preferred for the proposed damping control 
method. The equivalent (17) may also be extended to a non-
linear form similar to that in [21] but that will increase com-
plexity of the proposed control method in its implementation. 
For damping control, the varying damping coefficient is most 
important factor to be modeled by the equivalent, and such an 
equivalent is found to enable a satisfactory performance under 
both small and large disturbances. 
 

     

From the perspective of the damping control system, Δσ is 
the total damping by contributions from all PEIRs. Note that the 
convention of [7] is taken where a negative value of Δσ means 
increased damping. Moreover, a negative value of ∂σ/∂kl means 
the damping can be increased by increasing the gain kl, and a 
bigger −∂σ/∂kl means more effective damping improvement at 
that location. Thus, there are two strategies for DDM to assign 
kl to each PEIR:  

 Concurrent distribution strategy: determine gains kl by  
1

l
l L

k
k

 


  
 




          (18)

 

where sensitivity ∂σ/∂kl is used as a weighting factor to 
distribute Δσ among L participating PEIRs. Thus, it is 
easy to know that  

1
l

l

L

l

k
k




 
   

         (19) 

 Sequential queue strategy: add PEIRs one by one in the 
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order of descending −∂σ/∂kl. Only when a PEIR reaches 
its power limit, the next one in the queue is used. 

B. SISO Transfer Function 

As shown in [20], the variation in Δσ may excite principal 
and “zero-th order” parametric resonances in δz, which makes it 
more complex to control. Specifically, let Δσ = Kcos(Ωt) be a 
sinusoidal signal with amplitude K and frequency Ω. The 
principal parametric resonance phenomenon indicates that if Ω 
≈ 2ω, the waveform of δz exhibits either a periodically varying 
damping of which the frequency of that periodicity is close 
to 2 2| ( ) |2 K  , or simply a time-variant damping. On the 

other hand, the “zero-th order” parametric resonance phe-
nomenon indicates that if Ω ≈ 0, the waveform of δz exhibits 
periodic varying damping at a frequency close to Ω. 

To obtain the transfer function G(s) of the SISO model from 
input Δσ to damping ratio ζest, the “zero-th order” parametric 
resonance is utilized. Since the frequency of output signal ζest 
will be very close to the frequency of the input Δσ under “ze-
ro-th order” parametric resonance, it makes the SISO model 
behave about linearly. For a simpler transfer function, one way 
is the use of a low-pass filter in the controller to reduce high 
frequency components in Δσ as in Fig. 3. Note that another gain 
regarding the sensitivity ∂ζ/∂Δσ is also added, which is to 
analogously convert a signal of damping ratio to a signal of Δσ 
that directly impacts the oscillator (17). Based on (14), ∂ζ/∂Δσ 
is approximated by: 

1

nat


 


 

          (20) 

 

Fig. 3. Controller with a low-pass filter included.  

Let the cut-off frequency of the filter be ωcut = 1/TLP. Then, 
the frequency-response characteristic G(jω) of the SISO model 
in a frequency range of [0, ωcut] can be estimated easily as 
follows. At any frequency ωp within the range, inject a sinus-
oidal signal Δσ = Kcos(Ωt) of frequency Ω = ωp and amplitude 
K = 1 into the model (17) and measure the output. How the 
magnitude and phase angle of the output vary with the input 
provides approximate G(jωp)=|G(jωp)|∠G(jωp). 

IV. ROBUST PI CONTROLLER 

A. Configuration of PI controller 

To tune the PI controller, there exists a parameter domain 
within which any selection of parameters αp and αi can stabilize 
the control system with the control error e eliminated. Such a 
parameter domain is named the All Stabilizing Parameter 
Domain (ASPD). Following the PI stabilization method in [28], 
the ASPD can be analytically determined, within which there 
can exist infinite selections of αp and αi. Thus, more conditions 
can be added to obtain the optimal selection.  

One consideration is that, ideally, the damping ratio of the 

targeted mode is estimated continuously, but in a practical 
application, the estimation algorithm may be executed in a 
discrete manner, e.g. every one second, so Δσ will be updated at 
the same frequency. The discontinuity in damping estimates is 
equivalent to the introduction of disturbances di and do respec-
tively at both the input and output of the SISO model as indi-
cated in Fig. 4. Hence, the determination of the parameters 
should have robustness against such disturbances without im-
pacting the time performance of control in quickly stabilizing 
oscillating generators. 

 

Fig. 4. Disturbances di and do. 

Here, the methodology of [29] is followed to determine αp 
and αi considering both robustness and time performance of the 
PI controller. For robustness, the influences of di and do on the 
estimated damping ratio ζest are formulated by: 
 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )oest exp is T s s S s G s d s s T s d s      (21) 
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    (22) 

 
where S(s) and T(s) are the sensitivity function and comple-
mentary sensitivity function, respectively, and their absolute 
values, |S(jω)| and |T(jω)|, are minimized to respectively reduce 
the impacts from di and do. Hence, set the robustness measure 
as (23). Mst can be quickly computed by using the Matlab 
function bode() from the System Identification Toolbox. As 
suggested in [29], the reasonable values of Mst are in a range of 
1.2 to 2.0. The smaller Mst, the better robustness. 

max(| ( ) |, | ( ) |),        stM S j T j


       (23) 

The time performance is characterized by the Integrated 
Absolute Error (IAE) defined in (24). The smaller IAE, the 
faster stabilization of a perturbed system. 

0
| ( ) |IAE e t dt


          (24) 

where e is the control error from reference ζexp. 
From [29], it is not always possible to minimize both Mst and 

IAE by selecting αp and αi for the best robustness and time 
performance. This can be illustrated by Fig. 5, where the white 
area is the ASPD on the αp-αi plane, the contours of Mst are the 
red curves satisfying Mst,i < Mst,i+1, and the contours of IAE are 
the blue curves with IAEi < IAEi+1. The minimum M*

st and IAE* 
are marked by red and blue triangles, respectively. The minima 
of Mst and IAE cannot be reached simultaneously since they 
locate at different locations. One way to uniquely determine αp 
and αi is to make one of the two indices be acceptable for a 
constraint, not minimal, and minimize the other one. For in-
stance, first select a target value for Mst, say Mst,tar, and then, 
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find the solution by minimizing IAE in the ASPD denoted by Θ. 
The problem is formulated as: 
 

,

, ][
min      

     . .      
p i

st st tar

IAE

s t M M

  


        (25) 

 
Its solution is also visualized in Fig. 5 where Mst,tar = Mst,1. The 
red area is the feasible domain that meets the constraint. Then, 
the minimization of IAE is to find the contour of IAE that is 
tangent to the feasible domain, which is the contour corre-
sponding to IAE2. The tangent point popt is the optimum of (25). 
Based on the experimental experience, the solution of (25) 
using the Matlab function fmincon() is typically obtained in few 
seconds, which is fast enough for off-line design. 

 

Fig. 5. Trade-off curve and contours of Mst and IAE. 

If different values of Mst,tar are selected and the optimum for 
each value is found, all such optima form a trade-off curve that 
actually connects the optima of Mst and IAE on which every 
point is the so-called Pareto optimal, or in other words, it is 
impossible to decrease one without increasing the other one. 
The trade-off curve is illustrated in Fig. 5 as a green dotted 
curve. The values of αp and αi need to be selected on the curve. 

Note that the optimization problem in (25) is solved offline 
or when the system has experienced a significant change in its 
topology or operating condition. The solved optimal controller 
parameters are then use for real-time damping control.  

B. Implementation of the proposed control method 

Algorithms and steps of the proposed damping control 
method can be aggregated into three functions: 1) damping 
estimation, 2) PI controller to update Δσ and DDM to update 
gains in k, 3) changing power outputs of PEIRs by measured 
ΔωC. In the following, the aforementioned two strategies, i.e. 
the concurrent distribution strategy and sequential queue 
strategy, will be considered, which will respectively imple-
mented in a centralized way and a distributed way.   
1) Centralized control  

    For the targeted mode, its damping ratio is estimated from 
real-time measurements taken from one or several locations. If 
phasor measurement unit (PMU)-based wide-area measure-
ments are available and transmitted to the phasor data concen-
trator (PDC) in the control room, the damping estimation al-
gorithm can be installed at a computer in the control room that 

can access the PDC. The estimation error on the damping ratio 
can be viewed as part of disturbance do in Fig. 4, and thus, can 
be mitigated by designing a more robust controller, i.e. setting a 
small Mst,tar and solve the problem (25). The PI controller and 
DDM are also installed in the control room to update Δσ and k 
using the concurrent distribution strategy. Then, the small 
amount of data of k is transmitted to distributed PEIRs. To 
avoid communication latency, frequency deviations are meas-
ured locally at PEIRs and then used to change their power 
output according to (2). 
2) Distributed control  

If communication latency is of concern, a distributed control 
scheme can be used, in which all functions are implemented at a 
damping control system connected to each PEIR. For this case, 
the local damping control system needs to obtain local meas-
urements in order to estimate the damping ratio of the targeted 
mode. The PI controller and the DMM with each PEIR adopt a 
sequential queue strategy with moderate communication with 
other PEIRs. This does not require frequent data transmission 
since it only requires a signal from a PEIR already reaching its 
power limit to activate the next PEIR in the queue. For instance, 
assume two PEIRs participate in the proposed damping control 
method and their gains k1 and k2 satisfy ∂σ/∂k1 > ∂σ/∂k2. Then, 
let L=1, and from (18), 

11 / ( )kk  
   . When the power output 

of PEIR 1 reaches its limit and is unable to eliminate Δσ, PEIR 
2 is activated using 

22 / ( )kk  


 

based on the remaining Δσ. 

From the above process, the only communication is the binary 
activation signal from one PEIR to the other.  

 
Remark: For both centralized and distributed control, it is 

worthwhile to mention that, if measurement errors are inevita-
ble, the controller design needs to consider more about ro-
bustness by solving the optimization problem (25) with a small 
Mst,tar. In the case that the estimated real-time damping ratio is 
much higher than the desired value for the targeted mode, the 
damping controller can be deactivated. 

V. CASE STUDIES ON AN SMIB SYSTEM 

A. Case Description 

 

Fig. 6. Diagram of the SMIB system.  

In this section, an SMIB system is used to illustrate the basic 
design procedure of the proposed damping controller. As 
shown in Fig. 6, Bus 1 is connected to a generator in the clas-
sical model and Bus 2 is the infinite bus. The rotor angle δ, 
speed deviation Δω, inertia H and damping coefficient D are 
respectively in rad, rad/s, second, and per unit. All the voltage 
magnitudes, powers and reactances are in per unit. The base 
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rotor speed is ω0= 2π×60 rad/s and the base power is 100 MW. 
The machine is governed by swing equation (26), where Pm is 
the mechanical power and Pe is the electrical power output. A 
PEIR is placed near the generator on its transmission path. ΔPC 
is the active power injection of the PEIR proportional to its 
locally measured ΔωC, which is close to Δω according to (28). 
The only oscillation mode is given in Table I. 

0 0

2
m eP D
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P
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C CkP k              (27) 
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
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TABLE I.  TARGETED MODE FOR DAMPING CONTROLLER DESIGN 

Frequency (Hz) Eigenvalue Damping ratio (%) 

0.2052 – 0.0645 ± 1.2894i 5.00 
 
 

The linearization of (26) gives (29), which can be converted 
to the form of (17). The eigenvalues and damping ratio ζ of the 
mode can be computed accordingly. 

0 1

1.667 3.77 0.129k




     
     


      




    (29) 

B. Controller design 

Because the purpose of this small system study is to 
demonstrate the detailed controller design rather than the 
damping estimation algorithm, the true damping ratio is ob-
tained directly from eigenvalues of the state matrix in (29). 
However, to mimic the time cost for damping estimation, a first 
order transfer function 1/( Tmea s + 1) is used to receive the true 
damping ratio and provide the mimicked estimate of damping 
ratio ζest. The time constant Tmea corresponds to an inevitable 
time delay (e.g. the time window used by the estimation algo-
rithm) after which a damping ratio change is presented to the 
damping controller. Also, the same simplification is also con-
sidered for the control model to approximate transfer function 
G(s) by (30), where the variation in the damping ratio ζ is de-
termined by its sensitivity regarding Δσ. By doing so, the per-
formance of the controller itself can be analyzed excluding 
errors caused by the damping estimation algorithm or the “ze-
ro-th order” parametric resonances. Here, assume Tmea = 3 s. 

.
( )

1 1

1 0 774

mea

G s
T s Ts







  
         (30) 

For the low-pass filter in Fig. 3, the cut-off frequency of is set 
as ωcut = 2π×0.3 rad/s, so TLP = 1/ωcut = 0.53. S(s) and T(s) are 
determined from (22). Now, only the parameters αp and αi of the 
PI controller need to be determined via the consideration of Mst 
and IAE. Since ASPD is a large domain for this case, a sub-
domain is considered which contains the domain of Mst ≤ 2. The 
trade-off curve and the contours of Mst and IAE are depicted in 

Fig. 7. The trade-off curve corresponds to 1 ≤ Mst ≤ 2.41 and 
0.68 ≤ IAE ≤ 301.4. 

 

Fig. 7. Trade-off curve and contours of Mst and IAE: SMIB system. 

The control model containing an SISO equivalent in Fig. 1 is 
used for the controller design. To show whether it can credibly 
reflect the dynamics of the power system equipped with the 
proposed controller, consider a step input to both the power 
system and control model. Their responses are compared using 
the following test scenario, in which the system maintains its 
damping ratio at 5% until a disturbance decreases its damping 
ratio. For the test on the power system, first deactivate the 
proposed damping controller, and then, decrease D to 12 and Pm 
to 2.65 to allow more sustained oscillation. Based on the sim-
ulation result, without the proposed controller, the damping 
ratio drops to 3.60% after D and Pm is decreased. Then, 
re-activate the proposed controller with ζexp=5%. Note that the 
input  is updated every 0.5 sec. For the test on the control 
model, to stimulate the same test scenario as the power system, 
ζexp is initially set as 3.60% and then has a step change to 5%. 

Three points on the trade-off curve, [3.4281, 1.0427], 
[6.7381, 1.8829] and [11.7281, 2.9817], are selected for [αp, αi], 
which are corresponding to [Mst, IAE] = [1.3, 1.1266], [1.5, 
0.8582], and [1.75, 0.7652], respectively. The comparisons are 
given in Fig. 8. For the sake of convenience, the responses of 
the damping ratio are realigned such that t = 0 s corresponds to 
the moment of the step change. 

 
Fig. 8. Comparison: (a) [αp, αi] = [3.4281, 1.0427], (b) [αp, αi] = [6.7381, 
1.8829], (c) [αp, αi] = [11.7281, 2.9817]. 

The results from the control model and the power system 
agree well for small Mst, but become more different when Mst 
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becomes larger. Hence, it is recommended to set a small Mst so 
that the control model reflects the real scenario.  

C. Tests on Scenarios 

In this section, two more scenarios are added to test the 
performance of the proposed controller against a disturbance 
occurring at t = 15 s, named Scenarios 1, 2 (i.e. the scenario in 
section V.B) and 3, which respectively decreases D to 12, 10, 
and 8 at t=15 s. Meanwhile, Pm is decreased to 2.65 for all the 
scenarios. If there was no damping control, the damping ratio 
would drops to 3.60%, 3.00% and 2.40%, respectively. Three 
groups of values of [αp, αi] are [3.4281, 1.0427], [6.7381, 
1.8829] and [11.7281, 2.9817], which respectively correspond 
to [Mst, IAE] = [1.3, 1.1266], [1.5, 0.8582], and [1.75, 0.7652]. 
In tests, the damping controller is activated all the time. 

Note that the damping ratio is calculated and  is updated 
for every 0.5 second. The comparisons of those three groups of 
parameters are given in Fig. 9 for Scenarios 1-3, respectively.  

 
Fig. 9. Performance of damping controller: (a) Scenario 1, (b) Scenario 2, (c) 
Scenario 3. 

From the results, all three groups of parameters can control 
the damping ratio to 5% for three scenarios. Their comparisons 
show that the [αp, αi] with the smallest IAE can control the 
damping ratio best because it has the largest amplitude of active 
power outputs. 

Damping control and improvement by the proposed con-
troller can be reflected from the power and rotor angle wave-
forms. Take [αp, αi] = [3.4281, 1.0427] as an example and 
compare the results of the Scenario 1 with and without the 
damping controller. Within the interval of t = 15 to 60 s, the 
relative rotor angle Δδ regarding the stable operating condition, 
the PEIR power output ΔPC, and the variation of generator 
power output ΔPe are compared in Fig. 10, Fig. 11, and Fig. 12, 
respectively. It can be observed that the oscillations in the rotor 
angle and generator power output are diminished by damping 
control from the PEIR as reflected from ΔPC starting from t=15 
s. The amplitude of ΔPC is small compared to the variation of 
power output of the generator ΔPe. As the damping ratio is 
approaching the expected value, ΔPC gradually vanishes. Be-
cause of an approximate symmetry in the waveform of ΔPC, the 
net energy change of the PEIR is also small. This means that the 
PEIR participating in the proposed damping control method 

does not need to have a large size in its power or energy. 

 
Fig. 10. Relative rotor angle, Δδ. 

 
Fig. 11. PEIR power output, ΔPC. 

 
Fig. 12. Variation of generator power output, ΔPe. 

D. Comparison with open-loop damping control 

The proposed damping controller is able to control the 
damping ratio accurately toward an expected value thanks to its 
closed-loop, feedback control mechanism. Here, it is compared 
to an open-loop damping control method in [14], which 
pre-determines a fixed gain to increase the damping ratio by an 
expected value but does not utilize any feedback signal on 
real-time damping with the control. Thus, there is a risk not to 
meet the expected damping ratio under some disturbance.  For 
instance, by considering the Scenarios 1 and 2, it is determined 
k = 0.0176 for ζexp=5%. However, when the Scenario 3 happens, 
the damping ratio using an open-loop control method in [14] 
falls to 4.39%. Therefore, closed-loop feedback damping con-
trol can more accurately control the damping ratio to an ex-
pected value under unanticipated disturbances.  

VI. CASE STUDIES ON THE NPCC SYSTEM 

A. Controller Design 

The proposed design procedure is validated on an NPCC 
140-bus 48-generator test system. The system data are the same 
as in [30] except that one line is added between Buses 13 and 7, 
with the impedance to be j0.0028 (pu). The one-line diagram is 
shown in Fig. 13. 
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Fig. 13. One-line diagram of the NPCC 140-bus power system and the two 
groups that swing against each other under the 0.6 Hz mode [23]. 

A 0.62 Hz mode is targeted and controlled by the proposed 
damping controller. It is a critical inter-area mode that causes 
the generators in the ISO-NE region to oscillate against other 
regions, as indicated from the mode shape [23] and shown in 
Fig. 13. The expected damping ratio is ζexp = 3%. In Table II, 
the pair of eigenvalues on this targeted mode is obtained from 
the linearized system model, and the damping ratio is found to 
be very close to the expected 3% without any disturbance. This 
case study aims to control its damping ratio accurately at 3% 
even under a disturbance or topological change of the system.  

Buses 1 and 23 are assumed to have PEIRs installed as 
marked in Fig. 13. Ignore fast dynamics of PEIRs and assume 
∆PC = −diag(k)ΔωC. For each bus, 0 ≤ kl ≤ 200. From the sen-
sitivity ∂σ/∂kl in Table III, Bus 23 is better to control damping 
of the 0.62 Hz mode. In addition, at the early stage of the dis-
turbance, a well-damped 0.53 Hz mode will also be excited 
with a damping ratio of 8.95%. Its sensitivity ∂σ/∂kl is also 
given in Table III. The PEIRs increase damping of both modes. 
 

TABLE II.  TARGETED MODE FOR DAMPING CONTROLLER DESIGN 

Frequency (Hz) Eigenvalues Damping ratio (%) 

0.62 – 0.1175 ± 3.8872i 3.02 
 

TABLE III.  SENSITIVITY  

Bus Mode 0.62 Hz  Mode 0.53 Hz 

1 – 1.16 ×10-4 – 2.83 ×10-5 

23 – 2.38 ×10-4 – 3.78 ×10-5 
 

 
The single oscillator equivalent for the targeted mode and the 

transfer function of G(s) are given in (31). Note that ωcut = 
2π×0.3 rad/s is selected to meet the assumption of “zero-th 
order” parametric resonance. The cut-off frequency of the 
low-pass filter is also set as ωcut = 2π×0.3 rad/s, i.e. TLP = 1/ωcut 
= 0.53. S(s) and T(s) are determined following (22). 
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Now, only the parameters αp and αi of the PI controller need 
to be determined. The trade-off curve and the contours of Mst 
and IAE are depicted in Fig. 14. The trade-off curve corre-
sponds to 1 ≤ Mst ≤ 1.75 and 2.15 ≤ IAE ≤ 82.71. 

 

Fig. 14. Trade-off curve and contours of Mst and IAE: NPCC system. 
 

The credibility of the control model in Fig. 1 is investigated 
in terms of reflected dynamics of the power system equipped 
with the proposed controller. Similar to the SMIB case, a step 
input is considered to both the system and control model and 
their responses are compared. Settings of the power system and 
control model are as follows. On the NPCC system, first deac-
tivate the proposed damping controller, and excite an oscilla-
tion by a permanent three-phase fault added to Bus 13 and 
cleared after 0.125 s by disconnecting the line 13-7. From the 
simulation result, without the proposed controller, the damping 
ratio of the targeted mode drops to 0.92% with the post-fault 
system. Then, re-activate the proposed controller with ζexp=3%. 
Note that the input Δσ is updated every 0.5 sec. For the control 
model, to ensure the same test scenario as that with the power 
system, ζexp is initially 0.92% and then has a step change to 3%. 
On the NPCC system, the first several seconds are ignored to 
skip the nonlinear fault-on response of the system, which can 
introduce errors to any damping estimation method. Handling 
of those data is discussed in the next subsection. 

 
Fig. 15. Comparison: (a) [αp, αi] = [0.3251, 0.3172], (b) [αp, αi] = [0.6518, 
0.4742], (c) [αp, αi] = [1.0557, 0.5623]. 

Three points on the trade-off curve, [0.3251, 0.3172], 
[0.6518, 0.4742] and [1.0557, 0.5623], are selected for [αp, αi], 
which are corresponding to [Mst, IAE] = [1.3, 3.479], [1.5, 
2.333], and [1.75, 2.149], respectively. The comparisons are 
given in Fig. 15. For the sake of convenience, the responses of 
the damping ratio are realigned such that t = 0 s corresponds to 

Authorized licensed use limited to: UNIVERSITY OF TENNESSEE LIBRARIES. Downloaded on September 28,2021 at 13:38:03 UTC from IEEE Xplore.  Restrictions apply. 



U.S. Government work not protected by U.S. copyright.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TPWRS.2021.3103329, IEEE
Transactions on Power Systems

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

10 

the moment of the step change. The results from the control 
model and the power system simulation agree well when Mst is 
small, and become less consistent when Mst becomes larger. 
Hence, it is recommended to set Mst to be a small value, such 
that the control model properly reflects the real scenario. 

Finally, the case of [αp, αi] = [1.0557, 0.5623] is used to show 
the accuracy of the approximation from (7) to (8) by neglecting 
the derivative of ΔPC. The true ΔωC and the approximated ΔωC 
are compared for Buses 1 and 23, and the results are shown in 
Fig. 16. Note that only the PEIR at Bus 23 has variation in its 
parameter kl since it is more effective according to the sensi-
tivity ∂σ/∂kl. There exists an observable difference between the 
true ΔωC and the approximated ΔωC for Bus 23, which is 
caused by neglecting the derivative of ΔPC, while eq. (8) is 
accurate for Bus 1 where there is no variation in the power 
output. Since the approximated ΔωC still follows the true ΔωC, 
such error is acceptable in terms of controller design. 

 
Fig. 16. Comparison of true and approximated ∆ωC. 

B. Test on a More Practical Scenario 

In this section, a more practical scenario is considered to test 
the performance of the proposed controller against a disturb-
ance occurring in the middle of the testing period. At t = 30 s, a 
permanent three-phase fault is added at Bus 13 and cleared 
respectively at its critical clearing time (CCT) = 0.125 s and 
0.5CCT = 0.0625 s by disconnecting the line 13-7. Three 
groups of parameters are selected for [αp, αi], i.e. [0.3251, 
0.3172], [0.6518, 0.4742] and [1.0557, 0.5623], which respec-
tively correspond to [Mst, IAE] = [1.3, 3.479], [1.5, 2.333], and 
[1.75, 2.149]. The damping controller is activated all the time. 

When the controller keeps operating under an unanticipated 
disturbance, it may receive both fault-on and post-fault meas-
urements. Thus, two facts can affect damping control perfor-
mance. First, the measurements do not present a single au-
tonomous dynamical system since the system is undergoing a 
switch. Thus, damping estimated on the measurements con-
taining responses before and after a switch is not reliable. For 
instance, many damping estimation algorithms may report a 
non-oscillatory mode due to misidentification of a real eigen-
value. Second, the response of the post-fault system often ex-
hibits severe nonlinearity, so ringdown data right after a large 

disturbance are often discarded by default in most of commer-
cial damping estimation tools such as the Prony’s analysis tool 
with the TSAT software by Powertech Labs [31]. Thus, a ro-
bust damping estimation method less affected by appearances 
of switches and nonlinearities in data is preferred for the pro-
posed control method. 

The remedy selected in this paper to address two aforemen-
tioned facts is to use the nonlinear oscillator fitting based 
damping ratio estimation approach in [21]. This estimation 
approach can better deal with nonlinear oscillations in the early 
stage of a post-fault period and is insensitive to the selection of 
the length of measuring time window so as to be more accurate 
and robust than other existing methods, as demonstrated from 
flatter damping ratio curves it gives under large disturbances. 
Also, the approach can be applied to the data containing faults. 
Since it is based on online identification of a nonlinear oscil-
lator from the extracted modal response data on the targeted 
mode, the identified oscillator and its damping adaptively 
change with the data as well as the switches of the system. In 
[21], this estimation approach is tested on historical data from 
the 2011 Southwest Blackout that contain several events and 
switches including generator trips. The approach provides 
meaningful results.  

Note that the length of the measuring time window is se-
lected as 3 seconds. The damping ratio is estimated and updated 
for every 0.5 second. The comparisons of those three groups of 
parameters are given in Fig. 17 when the fault is cleared at the 
CCT, and in Fig. 18 when the fault is clear at 0.5 CCT. The 
results show that all the three groups of [αp, αi] can eliminate 
damping ratio deviations. The comparisons during the period of 
t = 35 to 50 s show that a group of [αp, αi] with smaller IAE can 
eliminate deviations much faster. For instance, in Fig. 18, using 
[1.0557, 0.5623] for [αp, αi] enables about 5 seconds faster 
control of the damping ratio to 3% than using [0.3251, 0.3172].  

 
Fig. 17. Performance of damping controller: fault cleared at CCT. 

 
Fig. 18. Performance of damping controller: fault cleared at 0.5 CCT. 

Fig. 17 shows variations in the measured damping ratio. At 
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t=34 s, the sudden increase is mainly caused by the system 
nonlinear response. As explained in [21], when fault is cleared 
at about its CCT, the modal response of the targeted mode may 
exhibit a sudden decay in the waveform of the data, which is 
interpreted as large damping by most of damping estimation 
algorithms. Then, at t=39 s, there is another observed increase, 
due to the fact that, if the control signal Δσ contains harmonics 
instead of being a clean sinusoidal wave, the system response 
will exhibit an uneven damping ratio. If such increase is viewed 
as a part of disturbance di in Fig. 1, one may enhance the ro-
bustness against such disturbance by choosing a small Mst in the 
determination of αp and αi. 

Damping improvement by the proposed controller is re-
flected from the power and rotor angle waveforms. Take the 
controller with [αp, αi] = [ 0.6518, 0.4742] as an example and 
compare the results on the case of 0.5CCT. Within the interval 
of t = 30 to 75 s, the rotor angle difference between generators 
28 and 5, Δδ28-5, the power output of the PEIR at Bus 23, ΔPC23, 
and the power output of generator 5, Pe5, are compared in Fig. 
19, Fig. 20, and Fig. 21, respectively. Based on the mode shape 
analysis as in [21], the mode is highly observable from meas-
urements of generators 28 and 5. The oscillations in the rotor 
angle and generator power output are diminished by damping 
control as reflected from ΔPC23. The amplitude of ΔPC23 is 
small compared to Pe5. As the damping ratio is approaching the 
expected value, ΔPC23 gradually vanishes. Same as the SMIB 
system study, this NPCC case study also confirms that each 
PEIR participating in the proposed damping control method 
does not need to have a large size in power or energy. 
 

 
Fig. 19. Rotor angle difference between generator 28 and 5, Δδ28-5. 

 
Fig. 20. Power output of PEIR at Bus 23, ΔPC23. 

 
Fig. 21. Power output of generator 5, Pe5. 

VII. CONCLUSIONS 

A direct feedback control method has been proposed for re-
al-time damping control of a power system under both small 
and large disturbances. The feedback control system applies a 
PI controller to an SISO model on the power system, which 
approximates the modal dynamics of the targeted mode based 
on a single oscillator equivalent. The optimal parameters of the 
PI controller are determined by considering both the robustness 
and time performance. Simulation results on the SMIB system 
and the 48-machine NPCC system has validated the effective-
ness of the proposed damping controller.  

The proposed controller employs an NMD-based damping 
estimation algorithm and hence is promising for damping con-
trol with more than one modes because the NMD method de-
composes a power system regarding multiple nonlinear oscil-
lation modes for stability analysis and control purposes under 
both small and large disturbances. Accordingly, damping of 
multiple models can be estimated in real time [21]. Future 
works include but not limited to: i) the optimal placement of 
damping controllers, and ii) application of the proposed 
damping controller to multiple modes. 

APPENDIX A 

Detailed steps to derive eq. (3) are following.  
First, there are 

* * *)( Ge e G Gj          P Q E I E I I E    (32) 
* * *( )C C C CC C C Cj      P Q V I V I I V   (33) 

where bars indicate values at a stable condition. The network 
equations on E’, IG, VC and IC are obtained by Kron reduction: 
 

G EE EC

CE CC CC
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     
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



I Y Y E

Y Y VI
       (34) 

Next, substitute (34) into (32) and (33) to eliminate IG and IC 
and then reorganize the result by block matrices Kij’s: 
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   (35) 

Here, subscripts x and y indicates real and imaginary parts of a 
phasor in non-rotating coordinates, respectively. From the last 
two equations of (35): 

33 34 31 32

43 44 41 42

1

y

xCx C

Cy C

         
          
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V EPK K K K

V EK K K KQ
   (36) 

Substitute (36) into the first two equations of (35) to elimi-
nate ΔVCx  and ΔVCy. Thus, ΔPe and ΔQe can be expressed by: 
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    (37) 

where κij’s are resulting block matrices.  
Finally, since ΔE’x and ΔE’y can be considered as linear 

combinations of Δδ and their d-q axis components, ΔE’d and 
ΔE’q, in the rotating coordinates, and also we note that ΔQC = 0, 
eq. (3) can be derived from (37). 
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