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Abstract: This study presents the designs and implementations of a distribution level open-universal grid analyser (Open-UGA)
platform. The proposed Open-UGA platform consists of distribution-level phasor measurement units (PMUs), a standard signal
generator, a router, and a server. Firstly, an overall introduction for the software, hardware, and server architectures of the
Open-UGA platform is given. To give a detailed design, the software, hardware, server block diagrams, flowcharts, and printed
circuit board photo of the Open-UGA platform are presented in detail. Then, four different types of distribution level PMU
algorithms are introduced and implemented in the Open-UGA platform to verify the flexibility and reconfigurability. The
flowcharts and functionalities of these four UGAs with different PMU algorithms are given as example implementations. Finally,
a performance comparison is conducted with both quantitative and illustrative results.

1 Introduction
The synchronised phasor measurement technology has been
developed for more than 30 years. As one of the key techniques of
the wide-area measurement research area, synchrophasor
measurement technologies have benefits on applications of power
grid situational awareness, state estimation, and protection. To
sense the power system, phasor measurement units (PMUs), which
were originally designed for transmission level applications, have
been utilised as synchrophasor measuring devices [1]. Interesting
research topics for transmission-level PMUs have been widely
discussed such as optimal PMU placement [2] and wide-area
measurement system design [3]. However, transmission-level
PMUs are suffering from the deployment location selections, high
installation and manufacturing costs. In recent two decades,
synchronised phasor measurement has been extended from
transmission to distribution level. Distribution-level PMUs, such as
frequency disturbance recorders (FDRs) [4], universal grid
analysers (UGAs) [5], field-programmable gate array (FPGA)-
based PMUs, and micro-PMUs (μ-PMUs) [6] are developed and
deployed.

Among distribution-level PMUs, FDRs are the first single-
phase synchrophasor measurement devices of frequency
monitoring network (FNET/Grideye) and utilise single phase at the
distribution level to measure synchrophasors. FDRs were originally
developed at Virgina Tech and now have been deployed with more
than 300 units all over the world. However, FDRs have
performance limitations such as low reporting rate, sampling
inaccuracy, and lack of power quality parameter estimation. To
overcome these drawbacks, UGAs are developed in the University
of Tennessee, Knoxville, which are capable of sustaining a high
reporting rate up to 120 Hz and calculating power quality
parameters such as harmonics, signal-to-noise ratio (SNR), sags,
and swells. Besides FDRs and UGAs, Pinte et al. [7] have
introduced a FPGA-based PMU, which aims to have a high
reporting rate. Meanwhile, μ-PMUs are also designed with a high
reporting rate and accurate phase angle [6].

The synchrophasor estimation algorithm is one of the most
fundamental and critical parts of the distribution level PMUs. The
general requirements for the synchrophasor estimation algorithm
have been defined in IEEE C37.118.1-2011, 2014 [8], and
IEEE/IEC International Standard – measuring relays and protection
equipment – part 118-1 [9]. Among synchrophasor estimation
algorithms, zero-crossing-based algorithm is a basic estimation

algorithm that measures the time duration of the cycles [10].
Another widely used algorithm for synchrophasor calculation is the
discrete Fourier transform (DFT)-based algorithm [11]. The DFT-
based algorithm has a relatively low computational burden but the
window size of the DFT and the off-nominal conditions have
serious influences on the accuracy of the estimation [12]. DFT-
based algorithms can be further enhanced to improve the
measurement accuracy [13], widen the frequency range [14], and
reduce the dynamic measurement error [15]. In addition to the
DFT-based algorithms, other dynamic model-based algorithms can
also be utilised in synchrophasor estimation [16, 17]. Meanwhile,
the real-time point on wave (POW) measurement has been drawn
increasing attention because (i) differential protections are based on
POW data which needs at least a half or full cycle; (ii) power
quality monitoring for inverters switching needs POW data since
the frequency of power quality interference signal is up to several
kHz levels and the harmonics are checked up to 50th order [18];
(iii) POW allows power quality detection such as voltage sag and
swell; and (iv) POW in a smart home can be utilised to extract the
working conditions of household appliances. Thus, it would be a
great benefit to implement POW into distribution level PMUs.

However, different kinds of synchrophasor estimation and POW
measurement algorithms have specific requirements on the
hardware and software design of the distribution level PMUs. One
distribution level PMU with a single algorithm may not satisfy the
requirements of different PMU applications. This issue may
become particularly serious when the requirements of the PMU
applications are beyond the IEEE C37.118 standard, e.g. extreme
fast estimation and high reporting rate for protection, accurate
event predictions. Moreover, the existing commercial PMUs are
not flexible and reconfigurable for new algorithm test and
development. In addition to commercial PMUs, there are some
Open-PMU projects such as Open-PMU LabVIEW project [19]
and Open-PMU platform [20]. However, these platforms are still
suffering from the high cost and the communication protocols are
limited by the IEEE C37.118. Furthermore, the server of
distribution level PMU should be redesigned to receive, parse, and
store different kinds of synchronphasor data and other types of
power system signals (e.g. the POW data) considering the noisy
environment of the distribution power grid. To address the
abovementioned issues, this paper proposes a low cost, flexible,
and distribution level Open-UGA platform. The proposed Open-
UGA platform is no longer limited by the IEEE C37.118 protocol
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on both PMU and server sides, which can satisfy the requirements
of different kinds of algorithms, such as higher reporting rate
(higher than 120 Hz) and different types of data parsers. To verify
the capability of the proposed Open-UGA platform, four different
kinds of algorithms are implemented. In addition, the steady-state
and step response tests in the real world experiment system are
designed to verify the performance of the proposed Open-UGA
platform. The highlights of this study are summarised as follows:

• The distribution level Open-UGA platform is flexible and
reconfigurable through which a variety of PMU algorithms can be
implemented.
• The distribution level Open-UGA platform can achieve 6000 Hz
reporting rate, 80 kHz sampling rate, and support different types of
data streaming protocols, which is not limited by the IEEE C37.118
standard.
• Four real-world distribution level PMU algorithms are
implemented to verify the performance of the Open-UGA platform.

2 Distribution level PMU platform
Unlike normal UGAs with a specific algorithm, the UGAs in the
proposed platform are the Open-UGAs. In this Open-UGA, there is
no default algorithm implemented. Thus, different kinds of
distribution level PMU algorithms can be implemented, tested, and
deployed in the Open-UGAs.

2.1 Hardware architecture

As shown in Fig. 1, the photo of the printed circuit board (PCB) of
the open-UGA gives an overview of the hardware architecture. The
critical components are marked out with red squares. The hardware
of the Open-UGA includes a global positioning system (GPS)
receiver, a data acquisition, a digital signal processor (DSP) board,
a microcontroller unit (MCU) board, and an Ethernet module. In
addition, the Open-UGA specification including board and module
types is summarised in Table 1. Note that A 16-bit ADC is used for
synchronized sampling with sampling rate 200k Hz.

As shown in Fig. 2, in an Open-UGA, the GPS receiver is
designed to receive the GPS signal from the antenna and generate
the coordinated universal time and pulse per second (PPS) signal to
the MCU and DSP. The power grid signal will be transformed and
filtered before being sent to the data acquisition module. Note that
with both the electromagnetic interference (EMI) and low pass
filters, the aliasing issue in the phasor estimation process can be
highly reduced. Then the data acquisition module can sample the
raw data and send the digitally sampled signal to the DSP board.
The DSP board is responsible for the implementation of the
synchrophasor estimation, taking advantages of its ultra-high
calculation ability. The synchrophasor data can be sent to the MCU
board through serial peripheral interface (SPI) communication.
Meanwhile, the MCU board is utilised to package the
synchrophasor sent from the DSP board and send them to the
Ethernet module. Finally, the Ethernet module can send the data
package to servers through Ethernet simultaneously. In addition, to
deploy an Open-UGA, an antenna is utilised for providing the GPS
signal; a power cable is utilised for providing the power supply; an
Ethernet cable is utilised for the data streaming to the servers.

2.2 Software architecture

As shown in Fig. 3, the software architecture of the Open-UGA is
given. First, the DSP uses its external interrupt pin to receive the
PPS from the GPS receiver and calibrate the timer for sampling
interval control. Note that this timer calibration is developed to
reduce sampling-time error and improve the synchrophasor
estimation accuracy. With help from the PPS interrupt, the
synchrophasor sampling frequency error can be reduced by
utilising a feedback controller. The detailed descriptions of the
synchronised sampling strategy can be found in [21]. Then the
timer interrupt of the DSP board will receive the sampling data
from the data acquisition and store the data into a moving window.
With synchronised sampling, in the main loop of the DSP board,
the end-user can design estimation algorithms to estimate the
synchrophasor at the designed moment. Meanwhile, the MCU will
receive the synchrophasor estimation data in the main loop from
the DSP board through a SPI communication protocol and then
packages the data through the different protocol (e.g. IEEE
C37.118.2 protocol). Note that to have a higher reporting rate, the
IEEE C37.118.2 is revised with data stored in the analogue data
part [5]. As shown in Fig. 4, in each redesigned IEEE C37.118.2
data frame, the first synchrophasor remains the same while the
analogue data of the IEEE C37.118.2 is utilised for the second to
the N synchrophasors. With this design, multiple synchrophasors
can be transmitted with one data frame. The benefits of this design
are that: (i) multiple synchrophasors can share one set of the
header, satellite, and power quality factor information through
which the transmission burden can be reduced; (ii) the burden of
the ethernet module can be highly reduced (extremely critical when
dealing with the high reporting rate algorithms). Finally, the MCU
will package the synchrophasor data and send the packaged frames
to the Ethernet module through universal asynchronous receiver–
transmitter communication protocol.

Fig. 1  PCB photo of open-UGA
 

Table 1 UGA specifications
Module name Type Vendor
transformer SL10-01 BingZi
EMI filter A1Ap-3A ZhongBei
low pass first order NAN
filter low pass filter
ADC AD7606 analogue devices
GPS receiver M12+TIMING Ilotus
DSP board TMS320C6713 Texas Instruments
MCU board STM32F103C8T6 Stmicroelectroni
ethernet module IPORT 3 ZLG
 

Fig. 2  Hardware architecture of Open-UGAs
 

Fig. 3  Software architecture of UGAs
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2.3 Server architecture

As shown in Fig. 5, the Open-UGA server can parse both the
FNET and IEEE C37.118.1 protocol. Note that the FNET protocol
was a synchrophasor communication protocol, which was created
before the release of the C37.18 standard. After parser, the
synchrophasor data or other types of data will be stored in both
comma-separated values (CSV) and Microsoft access files, while
they can also be transferred to other servers as well. In addition, the
Open-UGA server has an application manager, which is utilised to
detect events, oscillations, islandings etc. Two examples for the
details for the application manager and its applications can be
found in [22, 23]. In the Open-UGA platform, a router is utilised to

connect the server and the Open-UGAs, which are not connected to
Ethernet. In this case, only the CSV files are utilised for data
storage and analysis. Note that the Open-UGA server is also
specifically designed for the extreme long IEEE C37.118.2 frame
parser. This study will not discuss the server design in detail while
the detailed descriptions for the FNET server can be found in [24].

3 Example applications
The proposed Open-UGA platform is a generalised and flexible
distribution level PMU test platform. In this section, four different
applications have been implemented in the Open-UGAs to verify
the flexibility and reconfigurability.

3.1 POW-based UGA

With the benefits mentioned in the introduction section, it is
worthy to design and develop a POW-based UGA with real-time
POW data. In addition, a POW-based UGA can verify the
capability of the high reporting rate of the Open-UGA. Thus, a
POW-based UGA with a 6000 Hz sampling rate is designed and
implemented in the Open-UGA.

From the software aspect, the POW-based UGA needs fast
sampling and data transferring speed from the DSP to the MCU
board. In this case, there may exist overrun issues. To solve this
problem, the sampling programme is using timer interrupts while
the SPI communication is realised in the main while loop. The
sampling data is stored in two integer arrays, which will be utilised
to store the sampling data alternatively. For example, when array A
is utilised for recording the sampling data, array B will be utilised
for SPI communication packaging. The DSP software architecture
is summarised in Fig. 6. 

3.2 Zero crossing algorithm (ZCA)-based UGA

The ZCA is a classic and basic frequency estimation algorithm.
verify that the Open-UGA is able to implement different kinds of
synchrophasor estimation algorithms, an advanced zero-crossing-
based frequency estimation algorithm [25] is implemented in
UGAs, i.e. ZCA-based UGAs. Different from the conventional
ZCA, a least square curve fitting method is utilised to improve the
accuracy under noisy conditions. In addition, an ultra-high
sampling rate (80 kHz) is applied to increase the estimation
accuracy. With such a high sampling rate, the frequency reporting
rate is still designed as 60 Hz since this algorithm needs one cycle
data to estimate one frequency data.

With the same hardware architecture, the ZCA-based UGA has
its specific software architecture. As shown in Fig. 7, the software
architecture in the DSP board implements the ZCA into the main
loop because the ultra-high sampling rate has taken up most of the
memory of the DSP. Again, to avoid overrun, two alternative data
arrays are utilised for temporal data storage and transfer, which is
similar to the POW-based UGA. The different part of the ZCA
implementation from the POW is that the ZCA has a much higher
sampling rate and computational burden than the POW algorithm.
On the other hand, the software in the MCU utilises the classic
UGA architecture with a fixed reporting rate of 60 Hz.

The synchrophasor calculated in the ZCA-based UGA utilises
the first-order polynomial function with respect to time to estimate
the crossing location which can be described as

xk = b0 + b1k, (1)

where xk is the voltage function.
With n samples, x = [x1, x2, …, xn], (1) can be represented in the

matrix form as

Fig. 4  The redesigned IEEE C37.118.2 protocol
 

Fig. 5  Open-UGA server architecture
 

Fig. 6  Software architecture of POW-based UGAs
 

Fig. 7  Software architecture of ZCA-based UGAs
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x = bP, P =

1 1
1 2
⋮ ⋮
1 n

. (2)

Since P and x are known, b can be calculated as

b = [PTP]−1PTx . (3)

Through determining b, the zero-crossing location can be
determined. In this case, the frequency can be calculated as

f = 1
T1 + T2

, (4)

T1 = Ts × (nk − nk − 1), (5)

T2 = Ts × (nk − 1 − nk − 2), (6)

where Ts is the sampling period, nk is the sample count of last zero
crossing, nk − 1 is the sample count of second to last zero crossing,
and nk − 2 is the sample count of the third to last zero crossing.

3.3 DFT-based UGA

For the DFT-based UGA, a six-cycle recursive DFT algorithm is
designed for single-phase synchrophasor estimation in the
distribution system [26, 27]. The detailed algorithm of the DFT-
based UGA is given in Fig. 8. A brief description of the calculate
synchrophasor is given here. Assuming the sampling rate is N
sample per cycle, the first phasor can be calculated as

X = 1
2(Xc − jXs), (7)

Xc = 2
N ∑

k = 1

N
xkcos 2π

N k , (8)

Xs = 2
N ∑

k = 1

N
xksin 2π

N k , (9)

where xk stands for the kth sampling voltage in one moving
window. Then, with recursive DFT described in [26], the new
phasor can be calculated with every incoming voltage sample as

Xc
k + 1 = Xc

k + 2
N (xk + 1 − xk + 1 − N)cos 2π

N k , (10)

Xs
k + 1 = Xs

k + 2
N (xk + 1 − xk + 1 − N)sin 2π

N k . (11)

The kth phasor can be calculated

ϕk = tan−1 −Xs
k

Xc
k . (12)

Given an assumption that the voltage phasor angle varies as a
quadratic function

ϕk = a0 + a1k + a2k2 . (13)

A computation window of M phasor angle can be utilised to
estimate the a0, a1, and a2

ϕ = Ma =

1 1 1
1 2 22

⋮ ⋮ ⋮
1 M M2

a0

a1

a2

. (14)

Matrix a can be calculated by the least error square solution as

a = [MTM]−1MTϕ, (15)

where [MTM]−1MT is constant matrix. To keep the curve fitting
uniform, ϕ1 is set as zero. In this case, △ f  can be calculated as

△ f ≃ 1
2π N f 0(a1 + 2a2N f 0t), (16)

where f 0 stands for the reference frequency, t determines which
instant inside the moving window the computed frequency
corresponds to. Finally, the frequency f  can be calculated

f = f 0 + △ f . (17)

Note that the unique characteristics for the DFT-based UGAs
are the high reporting rate (i.e. 60 Hz), the resampling algorithm,
and the power quality monitoring. The highest reporting rate for
the DFT-based UGA is 120 Hz but this may sacrifice the power
quality calculation. In this case, the 60 Hz reporting rate is chosen.
Regarding the resampling, it is especially designed to improve the
accuracy under off-nominal condition. In addition, the DFT-based
UGA also calculates the power quality parameters including
harmonics, SNRs, sags, and swells. These power quality
parameters are calculated during the interval between two
synchrophasor calculations. As a result, the reporting rate for the
power quality parameters is 1 Hz [5].

3.4 High speed algorithm (HSA)-based UGA

In addition to the POW-, ZCA-, and DFT-based algorithms, a HSA
with a 1440 Hz reporting rate is designed and implemented in the
Open-UGAs, referred as HSA-based UGA [28, 29]. The HSA is
designed based on a recursive DFT-based algorithm, which utilises
the POW grid signals to estimate the continuous recursive phase
angles and then estimate the continuous recursive frequencies. The
advantages of this algorithm are the extremely low computational
cost and ultra-high reporting rate. With such a high reporting rate,
event detection, forecasting, and protection can be further studied
with high-resolution frequency features.

Again, with the same hardware architecture, the software
architecture of the HSA-based UGA is redesigned as shown in Fig.
9. From the DSP side, to implement the HSA, the HSA is
implement within the timer interrupts. Owing to the small
calculation burden of the HSA, there is no overrun issue happening
in the DSP board and the synchrophasor calculation can be directly
achieved within the timer interrupts. From the MCU side, due to
the high reporting rate, the IEEE C37.118.2 standard is redesigned
with 144 frequency estimations in one data frame. With all these
changes, the synchrophasor data can be successfully received in the
server.

Fig. 8  Software architecture of DFT-based UGAs
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To give a better understanding of the HSA for calculating
synchrophasor, the phase angle can be estimated with the same
method discussed through (7)–(12). Assuming the number of ϕk

utilised in estimating one frequency to be (2L + 1), a quadratic
polynomial function is utilised to fit phase angles as

p(i) = c0 + c1t(i) + c2t(i)2, (18)

i = 0, 1, …, 2L, (19)

where t(i) is (i − L)Δt, Δt is the time interval between two phase
estimations, c0, c1, and c2 are the coefficients, which can be
estimated utilising least squares fitting technology. The frequency
can be estimated as

f = 1
2π

dp(i)
dt(i) = a1 + 2a2(i − L)Δt

2π . (20)

In this regard, the frequency estimation at i = L can be written as

f = a1

2π . (21)

There are other details for the HSA such as the unwrapping
algorithm discussed in [28, 29].

4 Experiment results
In this section, first, the real-time POW data generated from the
Open-UGA will be shown with both steady-state and phase step
responses from an ideal power source. Then, a comparison among
three implements of the Open-UGAs is given under both steady-
state and step responses. Since both the ZCA-based UGA and the
HSA-based UGA are designed for frequency estimation, the
performances of synchronised frequency measurement are
evaluated.

4.1 Experiment test bench

As shown in Fig. 10, the experiment test bench of the Open-UGA
platform consists of a standard signal generator (includes an
Omicron 256 plus and a SEK-2488 satellites synchronised network
clock), four Open-UGAs, GPS antennas, a router, and a server. The
Omicron power source can generate both ideal steady-state signals
and step response signals, which are utilised as the signal inputs for
the Open-UGAs. The desktop has installed the server software to
receive and store the real-time data from the four Open-UGAs. The
Open-UGAs are connected to the desktop through a router with
Ethernet connection (i.e. a local area network). In addition, the
GPS antennas provide the synchronisation signals to the Open-
UGAs.

To emulate a real distribution network, an offline simulation can
be set up under Matlab Simulink or power systems computer-aided
design. Through the offline simulation, the amplitude and phases
for a single node can be recorded and thus converted into voltage
signal profiles. Utilising these profiles as inputs of the Omicron
power source, the end-users can emulate the practical operating
condition of one of the distribution network nodes. In this study,
for verification purposes, only the steady-state and step response
tests are given as examples.

To further justify the real-world performance of the Open-
UGAs, two DFT-based UGAs are connected to the same real-world
distribution network at the same node. As shown in Fig. 11, the
phase angles and phase angle difference between two DFT-based
UGAs show that the Open-UGAs have almost the same phase
responses under the real distribution network while the phase
difference is within ±0.0036°. Then, two DFT-based UGAs are
connected to the real world distribution network with different
phases (two phases with the same three-phase node in which the
phase difference is 120°). As shown in Fig. 12, again, the two DFT-
based UGAs have the same phase angle trend and the angle
difference is within ±0.0038°. Since the angle difference standard
deviations of the two tests are both within 0.0029°, corresponding
to 0.134 μs time error, which verifies the accuracy of UGA for
measurement of practical distribution power grid

Fig. 9  Software architecture of HSA-based UGAs
 

Fig. 10  Real world Open-UGA platform
 

Fig. 11  Real world performance test with wall source at the same node
 

Fig. 12  Real world performance test with wall source at different node
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As shown in Table 2, the sampling rate and reporting rate
requirements for four PMU algorithms are summarised. It can be
observed that each algorithm has totally different and specific
requirements: (i) the POW algorithm has a very high requirement
on the reporting rate; (ii) the ZCA has a high requirement on the
sampling rate; (iii) the DFT algorithm has a high algorithm
complexity, i.e. need large memory; (iv) the HSA has a high
requirement on the reporting rate. Thus, to test all these algorithms,
the open UGA platform has to be flexible with a high sampling rate
and large memory. Based on the performance of the DSP board and
ADC, it can be concluded that all four algorithms can be
implemented in the Open-UGAs.

4.2 POW UGA test

As shown in Figs. 13 and 14, the POW data for both the steady-
state and phase step responses are compared with ideal reference
signals. It can be observed that with a 6 kHz sampling rate, the

POW data can smoothly rebuild the real world 60 Hz signal. A
comparison between the POW and the specification of the Omicron
power source shows that the POW sampled by the POW-based
UGA can match the total harmonics distortion (THD) given by the
datasheet of the Omicron power source (the THD listed on the
specification is 0.015% [30] while the THD detected by the POW-
based UGA is 0.025%.).

In Fig. 14, a phase change occurs at 3 s from 0 to 90°. Since the
steady-state on the POW is less significant than the phase step
change, a phase step response is utilised for performance
verification. Owing to the delay in the Omicron power source, the
step change occurs at 3.018 s. Since the Omicron power source has
a smooth change, there is no spike in the POW sampling while the
waveform has an obvious phase change. Therefore, the
performance of the POW-based UGA can be verified through these
two tests. Note that the POW data has been normalised between
[ − 1 1]. The raw data ranges from [ − 32, 767 32, 768] with the 16-
bit ADC.

4.3 Steady-state response test

As shown in Fig. 15, 1 s frequency steady-state responses for
ZCA-, DFT-, and HSA-based UGAs are given. It can be clearly
observed that the frequency errors for all three UGAs are within 5
mHz, which is the frequency error requirement for the steady-state
frequency error in IEEE C37.118.1. In addition, as shown in Fig.
16, it can be obviously shown that the HSA-based UGA has a
much higher frequency resolution than other two UGAs with a
zoomed-in view of the frequency measurement. 

To have a quantitative comparison among three UGAs, the
average frequency error (FE), average rate of change of RE (RFE),
phase error (PE), total vector error (TVE), and magnitude error
(ME), and the response time (utilised in the frequency step
response tests) are utilised as criteria. As listed in Table 3, the FE
for the ZCA-based UGA is the largest (i.e. 1.8091 × 10−4 Hz),
while the FEs for the DFT are close to the HSA-based UGAs (i.e.
2.1478 × 10−5 Hz and 4.6034 × 10−5 Hz). In addition, the results for
the RFEs of all three UGAs are quite similar to the FEs, i.e. the
RFE of the DFT-based UGA is close to that of the HSA-based
UGA, while the RFE of the ZCA-based UGA is much larger than
the other two UGAs. These results are reasonable because the
DFT-based algorithms usually have a more steady frequency
estimation results compared with ZCA-based ones. Note that both
the FEs and RFEs for the DFT- and HSA-based UGAs satisfy the
requirements listed in the IEEE C37.118.1, i.e. 5 mHz and 0.01 
Hz/s [8], while the ZCA-based UGA can satisfy the requirement
for the FE but it does not satisfy the requirement for the RFE.
Since the POW- and ZCA-based UGAs did not have the phase and
magnitude calculation algorithm deployed, only results for the
DFT-based UGA is given. It can be observed that all three

Table 2 Requirements for the four PMU algorithms
Algorithm Sampling Reporting Algorithm
name rate, Hz rate, Hz complexity
POW 6000 6000 very low
ZCA 80k 60 low
DFT 5760 60 high
HSA 1440 1440 extreme low

 

Fig. 13  POW data from the POW-based UGAs under steady-state test
case

 

Fig. 14  POW data from the POW-based UGAs under phase step response
test case

 

Fig. 15  Frequency response from the ZCA-, DFT-, and HSA-based UGAs
under steady-state test case
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parameters are far smaller than the requirements listed in the IEEE
C37.118.1.

4.4 Frequency step response test

As shown in Fig. 17, frequency step responses for ZCA-, DFT-,
and HSA-based UGAs from 59 to 60 Hz and then to 61 Hz are
given. It can be seen that all three UGAs can smoothly follow the
frequency step response reference. To have a clear view of the step
response, a zoomed-in view of the step change from 59 to 60 Hz at
around 3 s is given. In addition, the frequency response times for
three UGAs are also listed in Table 3. It can be observed that the
ZCA has the shortest response time (0.0333 s). On the other hand,
the response time for the HSA- and DFT-based UGAs are close to
each other (0.0931 and 0.1000 s, respectively). Note that the
response times for all three UGAs satisfy the response time
requirement listed in the IEEE C37.118.1 (0.120 s) [8].

4.5 Compatibility discussion

Since the compatibility of the synchrophasor estimation algorithms
has been fully verified in Section 3 with four different algorithms,
the compatibility of the proposed Open-UGA platform with
existing distributional PMUs is discussed here. The DFT-based
UGA and two other distributional PMUs, i.e. a μ-PMU and a
commercial PMU (Arbiter 1133A), are chosen in this compatibility
test. In this test, the power signals for three PMUs are generated
from the Omicron 256 plus while the data frames are received by
the Open-UGA server. Since the data streaming protocols of all
three PMUs are the same, i.e. IEEE C37.118.2 and their estimated
synchrophasors are all GPS synchronised, the received data from
these three PMUs are comparable.

As shown in Fig. 18, to verify the compatibility of the Open-
UGA platform, a frequency steady-state test is given among three
PMUs. It can be observed that the synchrophasors from three
PMUs can be successfully received by the Open-UGA server

simultaneously. In addition, this result also shows that the DFT-
based UGA has a lower frequency error compared with the other
two PMUs while the frequency errors of all three PMUs are within
the frequency error requirement listed in the IEEE C37.118.1, i.e.
5 mHz.

Since the first-order low-pass filter has a cut-off frequency as
600 Hz, there is a requirement for the algorithms to be
implemented in the Open-UGA

f s
2 ≥ 600, (22)

where f s is the sampling rate of the implemented algorithm. If the
implemented algorithm needs a low-sampling rate, it may need to
design a digital filter in the algorithm to filter the aliased
frequencies

4.6 Anti-aliasing filter discussion

To deal with the aliasing issue on the sampling accuracy for the
Open-UGAs with a low sampling rate, two anti-aliasing filters are
implemented in the Open-UGAs, i.e. an EMI filter and a low pass
filter. A real-world experiment has been done with two DFT-based
UGAs. One of the UGAs is without the anti-aliasing filters. The
test is a standard steady-state test with 60 Hz and 90°. As listed in
Table 4, the frequency error of the Open-UGA is 3.11% less than
that of the Open-UGA without anti-aliasing filters. In addition, the
phase angle error of the Open-UGA is 1.11% less than that of the
Open-UGA without anti-aliasing filters. With these results, it can
be observed that the anti-aliasing filters on the Open-UGAs can
cancel part of the aliasing effects.

Fig. 16  Zoomed-in frequency response from the ZCA-, DFT-, and HSA-
based UGAs under steady-state test case

 
Table 3 Comparison among ZCA-, DFT-, and HSA-based
UGA
Open-
UGAs

FE, Hz RFE,
Hz/s

PE,
deg

TVE,
%

ME, V Response
time, s

POW-
based
UGA

1.8091 × 10−4 0.0188 NAN NAN NAN 0.0333

DFT-
based
UGA

2.1478 × 10−5 0.0012 0.0029 0.0005 0.0042 0.1000

HSA-
based
UGA

4.6034 × 10−5 0.0017 NAN NAN NAN 0.0931

 

Fig. 17  Frequency response from the ZCA-, DFT-, and HSA-based UGAs
under the step response test case

 

Fig. 18  Frequency response from the DFT-based UGA, μ-PMU, and
commercial PMU under steady-state test case
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5 Conclusions
This study has discussed the designs and implementations of a low
cost, flexible, and distribution level open UGA platform. First, the
hardware, software, and server designs and architectures of the
Open-UGAs are introduced with block diagrams, flowcharts, and a
PCB photo. Then, to verify the flexibility of the Open-UGAs, four
example implementations of the Open-UGAs are discussed with
the algorithm requirements and software architectures. Finally, four
Open-UGAs with different implemented algorithms are tested
under the steady-state and the step response conditions. The
experiment results are compared and discussed with both
illustrative and quantitative analysis. From the analysis of the
experiment result, it can be concluded that the Open-UGAs provide
a flexible platform to implement and evaluate different distribution
level synchrophasor estimation algorithms.
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