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ABSTRACT The need for timing sources that are alternatives to GPS has been under consideration for years.
The reliance of power systems instrumentation and control systems on GPS timing serves as the basis for
the study reported in this paper. The issues associated with grid timing requirements are reviewed within
the context of a GPS-based clock source. Of principle investigation is the possibility of using millisecond
rotation neutron stars, pulsars, as the alternative time source. A design of an instrument (referred to as a
pulsar based timing instrument, PBTI) that would use stable and accurate pulsar signals for grid timing is
presented. The described PBTI design has been logically separated into software and hardware segments.
Flexible signal processing is performed in software which will transfer the raw pulse data from the pulsars
into a pulse per second (PPS) signal which can be directly utilized in the power system components and
applications. The hardware aspects of the PBTI design concentrate on the antenna requirements, with specific
concern associated with the required size and pointing/tracking needs, back-end, filters, amplifiers, and
signal generator design. An overall block diagram and the detailed descriptions of both the software and
hardware designs are presented. Finally, the potential future applications and problems of the pulsar based
timing instrument are discussed.

INDEX TERMS Millisecond rotation pulsars, GPS alternative timing, power system monitoring.

I. INTRODUCTION
Precision timing is of key importance in the operation of
the electric grid. IEEE/IEC standard, part 118-1 of C37,
stipulates that the electric grid relays and protection equip-
ment operate with total vector error (TVE) of synchronized
phasor (synchrophasor) measurements of less than 1% [1].
In addition, the accuracy for a power grid operating frequency
is also critical. As shown in Fig. 1, the frequency responses
recorded by phasor measurement units (PMUs) under a com-
mon power system event are given. It can be clearly observed
that the accuracy of the frequency measurement is critical for
power system applications such as event detection. In order to
achieve this level of accuracy, a precise time synchronization
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signal is essential for power system monitoring and measure-
ment - a task that is being performed by PMUs. The vast
majority of deployed measurement systems rely on a Global
Positioning Systems (GPS) timing signal (or pulse) with time
accuracy better than 100 ns in theory via pulse per second
(PPS) signals [2]. Sharing a uniform time reference, a PPS
output enables all the PMUs across a wide geographical area
to synchronize their clocks. Specifically, by demodulating the
GPS signal, GPS receivers within PMUs can align their time
with GPS-provided time and then output a high-precision
PPS signal for waveform sampling. Such waveform sampling
by analog to digital converters in PMUs begin triggered by
PPSs ensures that the first sample in each second is synchro-
nized and temporally aligned to the PPS. In such a scenario,
the stability and precision of PPS signals from GPS receivers
are the prerequisite of accurate waveform sampling and
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FIGURE 1. Frequencies recorded by PMUs under a power system event.

synchronized measurements in power systems. An issue
arises for GPS signals are vulnerable to a number of disrup-
tions and distortions. One such interruption set arises from
potential interference caused by space weather conditions,
especially solar activities. Such occurrences are hardly aca-
demic, for example the satellite SVN23 induced a 13 second
GPS timing error on Jan. 26, 2016 [3], which did not, but
may have resulted in serious impacts across electric power
grids due to the PMUs reliance on GPS. The preponderance
of GPS jamming/spoofing devices and Internet-accessible
‘‘build manuals’’ for such device makes targeting and inter-
ruption of PMUs operation relatively easy.

In this paper, the concept of using pulsars as an alternative-
to-GPS timing source is described. A first level design of a
pulsar-timing-instrument to be designed is presented.

Alternative Source – Pulsars: Pulsars are compact, highly-
magnetized rotating neutron stars radiating with an emission
pattern similar to a dipole. The analogy of such a rotating
‘‘beacon’’ to that of a lighthouse beacon is accurate. Detection
of such a rotating source allows for measurement of the
temporal stability of the radiated beacon (signal), as shown
in Fig. 2. Such measurements have revealed that pulsar

rotation periods (generally) range between one millisecond
and one second with a nominal deviation of less
than 10−15 seconds per second. In certain cases, pulsars with
a rotation variation of less than 10−18 seconds have been
observed [4]–[7]. Hence the pulsar functions as a highly
stable and repeatable signal source. In addition, pulsars have
long-term stability that extends to millions of years, consid-
erably longer than terrestrial atomic clocks [6], [7]. While
the study of pulsars originally focused on the astrodynamics
associated with the origin and operating principles of such a
star, the recognition ofmultiple highly stable ‘‘clock sources’’
distributed throughout the observable universe led to the
concept of basing a navigation system on such sources.
In the case of measuring pulsar X-ray emission, NASA’s
Station Explorer for X-ray Timing and Navigation Technol-
ogy (SEXTANT) mission, involved demonstrating real-time
on-board X-ray Pulsar Navigation [8]. In astrophysics, a Pul-
sar Timing Array (PTA) was designed to detect and analyze
variations in the arrival times of pulsar generated signals
which may be caused by gravitational waves [9]–[11].

An alternative to such astronomical, astrodynamics and
space-based navigation ‘‘uses’’ of pulsar signals, involves
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FIGURE 2. The hardware architecture of the PBTI.

the use of pulsar signals as a precise timing source.
The specific application investigated involves the poten-
tial use as an alternative to GPS signals in electric grid
applications [12]. With an immediate application based in
coordinated wide-area monitoring and control signaling,
we developed a pulsar-based timing instrument (PBTI). The
PBTI system is currently in the design, continual develop-
ment and enhancement phase.

Design details and the overarching architecture, both hard-
ware and software, including subfunctions utilized in the
pulse signal processor are presented in the following sections.
Finally, four possible applications of the PBTI are discussed
along with envisioned benefits associated with PBTI utiliza-
tion, as compared to a GPS-based system.

II. THE HARDWARE ARCHITECTURE OF THE PULSAR
BASED TIMING INSTRUMENT
As shown in Fig. 2, the hardware architecture of the pulsar
based timing instrument is presented. It can be observed
that the PBTI consists of six sub-function units: (1) the
radio telescope, (2) the antenna back-end, (3) the local clock,
(4) the pulse signal processor, (5) the timing signal generator,
and (6) the timing signal transmission network. Note that the
architecture for the PBTI basically follows the architecture
for a traditional radio telescope with a goal of allowing
the PBTI to utilize elements (or entirety) of a traditional
radio telescope system. Some additional modules for both
hardware and software are added to realize the timing signal
generation function.

Of key concern to the overall concept is the selection
and installation of a radio telescope pointed at the correct
location and receiving a usable pulsar signal. Note that the
radio telescope should be able to receive the radio emission
from a pulsar and be flexible to install the PBTI’s backend.
Consider the three radio telescope designs highlighted in
Table 1. The Arecibo and Green Bank radio telescopes repre-
sent very large, single aperture devices. The third listed single

TABLE 1. Radio telescopes tested in this research.

aperture telescope is a 20m in diameter located in the green
bank observatory. Initial calculations of receiver sensitivity
and antenna gain suggest that this commercially available
telescope (antenna) yields a signal-to-noise ratio (SNR) that
should allow for the detection of received pulsar signals
with accompanying generation of a usable RF signal. This
signal is, in turn, used by subsequent subfunctions. Currently,
the research team has received a 3 hour millisecond pul-
sar data recorded from the radio telescope, NRAO20 [13].
The team is working on a detailed feasibility analysis uti-
lizing the NRAO20 as the radio telescope for the PBTI.
The detailed description of the NRAO20 radio telescope can
be found in [13]. Note that the millisecond rotation pulsar
identification and selection – a critical component of the
research investigation. The current conclusion is try to test
the PBTI with pulsar J1713+0747 using the NRAO20 green
bank observatory. Another concern is the pulsar selection.
The PBTI requires a stable and highly precise pulsar period
upon which the timing signal is based. Although an ini-
tial inspection suggests that a millisecond pulsar can satisfy
the requirements for timing signals, it also requires a large
antenna and low SNR for the environment. There are some
‘‘canonical’’ pulsars which have the potentiality to provide
stable and highly precise timing signals. Further investigation
into this pulsar source type is warranted.

The second sub-function unit of the PBTI is the antenna
back-end which is utilized to sample the RF or potentially
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FIGURE 3. Network architecture for the pulsar timing generation subsystem and the PTP standard IEEE 1588.

lower (generated) frequencies in the Intermediate Fre-
quency (IF) range plus perform first-stage signal process-
ing. Note that there are numerous, candidate mature antenna
back-end technologies that are available. Noteworthy famous
antenna back-end systems existing for different radio tele-
scopes have been examined. These include: the Puerto Rico
Ultimate Pulsar Processing Instrument (PUPPI), Mock Spec-
trometers, Wideband Arecibo Pulsar Processor (WAPP) Cor-
relators, and Galactic Arecibo L-band Feed Array (GALFA)
Spectrometers [14].We utilize a Smart NetworkADCProces-
sor (SNAP) to function as the antenna back-end. The SNAP
was designed for the Hydrogen Epoch of Reionization Array
which is designed by both National Radio Astronomy Obser-
vatory and the University of California, Berkeley. The reason
for choosing a SNAP board is predicated on its modular
design and low cost. In addition, the SNAP meets the target
bandwidth, 500 MHz, of the SNAP tailored for NRAO20.
As previously stated, pulsar timing signals have high long-
term stability, however, their short-term stability is not as
precise principally due to noises and interferences from outer
space, the atmosphere, and antenna, etc. as well as signal
processing errors [15]. Furthermore, the square waveform
from the pulse signal processing and extraction subsystem has
the same period as the pulsar rotation and, therefore, is not
necessarily an integral decimal of a second. To solve these
two problems, a pulse signal processor utilizing a local clock
with good short-term stability is designed for accurate pulse
signal generation through a locking and control module. This
double over controlled oscillator (DOCXO) – functioning as a
local clock outputs frequency/timing which is controlled via
an external voltage (similar to a classic voltage-controlled-
oscillator, VCO). This timing signal generator also incorpo-
rates a digital to analog converter (DAC), where the resolution
is designed to be 100ns. The net result is a timing signal

generator which receives the digital pulse signals from the
pulse signal processor and generates the PPS signal which can
be directly used in monitoring the local power system device.

Note that the designed time error of the PPS is less than
100ns. However, under real world deployment, the minimum
requirement for the time error of the PPS is±26 us for a 60Hz
power system device. This provides a PBTI prototype design
target for the initial time error requirement.

Numerous logistical issues may arise if a PBTI system
is deployed at a remote locations, such as at a transmission
substation. Of note are determining the proper environment
(ambient conditions and location within, again for example,
a substation) for pulsar receiver installation, pulsar-based
time signal generation and distribution integrated with at-site
synchronized timing signals. In such a situation, we advocate
the utilization of a time distribution system such as that asso-
ciated with IEEE 1588.C3. Such a timing distribution system
will transmit accurate and synchronized timing signals from
the timing signal generation subsystem to remote locations
without an installation of a pulsar receiver at each location.
This 1588 - Precision Time Protocol (PTP) - protocol of
timing signal distribution aligns temporally with the high
accuracy, reliability, and compatibility requirements of the
PMUs and related measurement devices. Based on times-
tamps, the PTP boundary clock calculates the time offset
from the grandmaster clock and eventually aligns its local
time to the grandmaster time. The timing signal generated
by the pulsar timing generation subsystem is used as the
grandmaster clock for the PTP time distribution system. The
PTP server generates PTP messages according to the time
generated by the pulsar timing generation subsystem and the
PTP standard IEEE 1588 as shown in Fig. 3. As previously
stated, PTP-compliant messages are transmitted through
an Ethernet-based network to the PTP client at remote
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FIGURE 4. The software architecture of the PBTI.

substations, which corrects any time error associated the
boundary clock or the slave clock connected to the PTP client.
Thus the corrected locally-resident clock is able to provide
synchronized and accurate timing signals for local power
system measurement and operational devices.

With the above design, the pulsar signals can be finally
translated into accurate and stable timing signals to be used by
both the local and remote power system devices. With respect
to a cost consideration the cost of the radio telescope set up,
deploying the PBTIs with the existing radio telescopes and
utilize the PTP technology discussed above would be the best
solution to provide accurate and stable timing signals to the
remote power system devices.

III. THE SOFTWARE ARCHITECTURE OF THE PULSAR
BASED TIMING INSTRUMENT
As shown in Fig. 4, the software architecture of the PBTI
is given. Six subfunction blocks in the pulse signal proces-
sor, i.e., (1) the folding, (2) de-dispersion, (3) de-Doppler
effect, (4) multiple pulsar adjust, (5) local time adjust, and
(6) the PPS signal generate are shown. Note that the first
three subfunction blocks are commonly utilized in standard
approaches employed at radio telescopes. Some helpful and
open source software can be found in [16]–[18].

The signal isolation and processing is optimized through
the use of a multiple channel bandpass filter thereby separat-
ing the sampled radio frequency signals into digital signals
within the bandwidth. The detailed design for the ADC is
given in Fig. 5 which includes an Analog to Digital Con-
verter (ADC), a Polyphase Filter Bank (PFB), a Fast Fourier
transform (FFT), and an accumulator. Since the SNAP board
utilizes theMatlab Simulink for the FPGA coding all required
modules are written using a Matlab Simulink environment.
Currently, all the backend parameters are still under design
phase. The detailed parameters will be introduced in the
future work. Since such signals are usually weak – primar-
ily due to the antenna gain associated with a ‘‘realistically
sized’’ telescope, a folding processor is usually necessary
to cancel the noise and therefore enhance the pulse signals
(increased SNR). The folding requires multiple periods of the
pulse signals, hence a moving folding window technology is
used to provide the real timing folding function. Note that the
moving foldingwindow technology is designed based on both
the folding and moving window technologies which is still

FIGURE 5. ADC design in the SNAP board.

under design and development phase. The time error of the
local clock is determined using the moving folding window.

After folding, the pulse signals are de-dispersed to address
standard pulse dispersion (high frequencies arriving slightly
before the lower frequency signals – both originating from the
same pulsar). The incorporation of a simple time shift added
to the pulse signals minimizes the temporal dispersive effect.
Note that the period of the pulse signal in different frequency
is still the same. The time shift is calculated by,

1tdisp = 4.15× 106 × (f −21 − f
−2
2 )× DM , (1)

where tdisp is the time shift between two observation frequen-
cies, i.e., f and f2; DM is the dispersion measure which is
identical for each pulsar. tdisp is with unit of milliseconds and
frequencies are with MHz [19].

The next sub-function involves correction for Doppler-
induced temporal dispersion. Since the radio telescope is
not operating in a non-inertial frame of reference, the rela-
tive velocities of ground based observatories in the direction
of an observed object are different for different locations.
In order to normalize the time of arrival (TOA) of pulses,
a de-Doppler effect sub-function block is utilized. Note that
the relative velocity data can be determined using a pulse
signal processor. Scintillation is a well-known phenomenon
in astronomy, e.g., twinkling of stars due to scattering in the
Earth’s atmosphere, and variability of compact radio sources
due to scattering in the ionosphere and the solar wind [20].
Within this sub-function block, the folding period is modified
and thus minimizes the probability of a failure to detect a
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FIGURE 6. Schematic diagram of the sampling time caused by imperfect oscillator.

pulsar signal. In such a situation, in order to have a con-
tinuous and stable pulse signal (for the measurement and
grid operational devices), the pulse signal processor would
change to a backup pulsar if the current observing pulsar has
a scintillation or is out of the telescope’s field of view. Thus,
a multiple pulsar adjust function is designed to determine
whether it is necessary to switch the current pulsar to a
backup one. After making a decision to switch pulsars, this
sub-function block sends out a trigger signal to the antenna
back-end to switch all settings related to the backup pulsar
and begin tracking that pulsar. Note that the PBTI can also
operate without pulsar switching and even without a pulsar
always in view, depending on the stability of the local clock.

As discussed in the hardware architecture section, with the
stable and precise short term pulse signals generated by the
moving folding window technology, a local clock is utilized
to compare the pulse signal and thus generate an error. This
error signal is used in a classic first order feedback loop
design to discipline the input of the local clock.

Finally, through all the previous sub-function blocks, the
pulse signals from the pulsar are stable. The PPS signal gen-
eration function block transfers the pulse signal with irregular
period into a PPS signal. Due to the local time adjust function
and the local clock, the PPS signal generate function block
will continue to send a PPS signal to the DAC even in the
situation where there is no pulsar signal. However, without
pulses being received (decoded) from a pulsar, the error of the
local clock will keep increasing. In this case, the PPS signal
generated will temporally drift until a situation is reached
where an accurate PPS signal cannot be generated. In such
an occurrence a simple alarm signal is generated.

IV. POTENTIAL APPLICATIONS OF THE PULSAR BASED
TIMING INSTRUMENT
In this section, four potential applications of the pulsar based
timing instrument are given and discussed. Since the PBTI is
still under design and development phase, we may not be able
to claim the PBTI can satisfy all the requirements for those

applications. However, these applications would be the target
applications for the proposed PBTI.

A. DETECTION OF GLOBAL NAVIGATION SATELLITE
SYSTEM OUTAGES AND CYBER-ATTACKS USING
PULSAR-BASED TIMING SOURCE
Global Navigation Satellite System (GNSS) is the root timing
source of most networked sensor systems. However, the tim-
ing reliability provided by a GNSS is threatened by a variety
of terrestrial and space-based factors including system fail-
ures, space weather, jamming and spoofing. A GNSS timing
source (such as GPS) vulnerability that is receiving increased
acknowledgement is that associated with cyber-attacks. It has
been demonstrated that such an attack will result in inaccurate
timing information for networked sensor systems [21]–[23].
This may lead to serious system operational consequences
since synchronized measurement sensors rely on GPS for
time synchronization.

B. A PULSAR TIMING BASED SAMPLING INTERVAL
CONTROL
Accurate sampling interval control is critical for synchro-
nized measurement devices in power grids since measure-
ment accuracy is directly influenced by waveform sampling
control. The use of periodic signals from a pulsar-based tim-
ing source to discipline the waveform sampling by triggering
the interrupt of the microcontroller in power system devices
ensures that the first sample in each second is aligned to
the pulsar timing signal. From the second sample to the
last sample between adjacent pulsar timing signals, the con-
troller stabilizes the sampling interval. It is envisioned that
this sampling interval control method needs to be enhanced
to mitigate any sampling time error arising from practical
issues such as crystal variation induced frequency drifts and
aging of the internal oscillator [24]. Fig. 6 shows the ideal
sampling sequence x(k) as well as the practical sampling
sequence x^∗ (k) when the oscillator frequency is drifted
(note that λ represents the sampling error and TL^∗ is the
time interval between the last sampling point in the previous
second and the next pulsar timing signal). Such a sampling
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FIGURE 7. Application of the pulsar-based timing source for power system controller.

time error is accumulated to TL^∗. To improve the accuracy
of sampling interval control, the pulsar timing signals can be
also used as a reference to measure the actual performance of
the oscillator; thus, the control parameters can be adaptively
adjusted in a close loop manner. Moreover, by employing
this pulsar synchronization strategy, the sampling error can
be cleared by the arrival of a pulse and will therefore not
accumulate beyond a period of the pulsar timing signal.

C. INTEGRATION OF PULSAR TIMING TO DEVELOP
HYBRID TIMING SOURCES FOR SYNCHRONIZATION
RELIABILITY ENHANCEMENT
As previously stated, conventional power grid measurement
devices, such as PMUs, rely principally on timing references,
such as GPS or network time protocol (NTP) signals, for
time synchronization. It is well known that a variety of
uncontrollable and unpredictable factors (e.g., atmospheric
disturbances, weather changes, GPS signal attacks, and solar
activities) may cause GPS receivers inside PMUs to occa-
sionally lose signal, even if their antennas are placed in a
locationwith an unobstructed view of satellites. This situation
is exacerbated if defects exist in the GPS signals leading
to a situation where PMUs may generate significant errors
in the voltage or current measurements, which may further
lead to a chain of ‘‘malfunctions’’ of power system control
and protection. To address this issue, the pulsar signal can
be integrated with the GPS synchronization system. When
the performance of the GPS timing signal is unsatisfactory,
PMUs will immediately switch to a pulsar timing source
mode to improve the reliability of synchronization under GPS
holdover conditions.

D. A PULSAR TIMING BASED POWER SYSTEM
CONTROLLER
Accurate and synchronized control signals are critical for
power system controllers [25], [26]. The measurements

(such as voltage, current, and frequency, etc.) at differ-
ent locations need to be temporally synchronized prior to
signal transmission to power system controllers as con-
trol inputs [27]–[29]. In addition, wide-area grid operation
controllers require an accurate time source to calculate and
compensate for network path induced time delay. Taking
advantage of the accurate and clean timing characteristics
of pulsar signals, a pulsar timing based power system con-
troller, such as that presented in Fig. 7, may be designed and
developed. As shown in Fig. 7, two PMUs receive the timing
signals from the PBTI and send the synchrophasors back to
the power system controllers. At the same time, the PBTI
also provides timing signal to the power system controller
for control signal timing. With the accurate timing signals,
the power system controller could generate synchronized
control signals to the generators. Thus, a completed close
loop control can be established by utilizing pulsar based
timing sources.

V. POTENTIAL PROBLEMS FOR PULSAR-BASED
TIMING SOURCE
There are a variety of potential problems for utilizing the
pulsar-based timing source. Five major problems associated
with the potential use and deployment of this system in a
utility substation are discussed. The first is the cost of radio
telescope setup and maintenance which may cost hundreds
of thousands dollars. The second one is the SNR around the
radio telescope location. Since the pulsar signal is mixed
with the noise from the environment, the noise could have
influences on the timing signal accuracy. The third one is the
continuous timing signal generation since the pulsars may
only be observed for hours per day and the pulsar switch
module may take time to folding the pulsar signals. There
would be a time gap where no pulsar data can be utilized to
calibrate the local timer. The fourth one is the pulsar selection.
The PBTI requires a stable and highly precise pulsar period
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to generate timing signal. Although millisecond pulsar can
satisfy the requirements for timing signals, it also requires
a large antenna and low SNR for the environment. There
are some ‘‘canonical’’ pulsars which have the potentiality to
provide stable and highly precise timing signals. The author
team would continue working on this topic and try to find
out the best pulsar selection in the future. The final one is the
PBTI spoofing problems. Similar to the GPS spoofing, there
are potential attack to the PBTI. The research team would
work on the PBTI attack identification and correction in the
future. There are certainly other potential problems existing
in the PBTI design and we would update them in our future
work.

VI. CONCLUSION
The design and potential utilization of a pulsar based timing
instrument has been presented. The software and hardware
architectures of the pulsar based timing instrument have been
described. In the hardware architecture, the radio telescope,
antenna backend, local clock, pulse signal processor, timing
signal generator, and timing signal transition network were
described in terms of functionality and structure. Meanwhile,
in the software architecture, the sub-functions in the pulse sig-
nal processor, including folding, de-dispersion, de-Doppler
effect, multiple pulsar adjust, local time adjust, and the PPS
signal generate, were introduced along with the basic func-
tionality and implementation guidelines presented. Finally,
four future applications of the pulsar based timing instrument
and the benefits of utilizing the pulsar based timing instru-
ment have been discussed in detail.
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